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EXECUTIVE	
  SUMMARY	
  

Under the Reactor Product Line (RPL) of DOE/NE’s Nuclear Energy Advanced Modeling 
and Simulation (NEAMS) program, an SFR System Analysis Module is being developed at 
Argonne National Laboratory for whole-plant safety analysis. This tool will simulate tightly 
coupled physical phenomena – including nuclear fission, heat transfer, fluid dynamics, and 
thermal-mechanical response – in SFR structures, systems, and components. It is based on the 
MOOSE (Multi-physics Object-Oriented Simulation Environment) framework, which relies 
upon open-source libraries such as libMesh and PETSc for mesh generation, finite element 
analysis, and numerical solutions. The SFR System Analysis Module is aimed to model and 
simulate SFR systems with higher fidelity and with well-defined and validated prediction 
capabilities. It will provide fast-running, modest-fidelity, whole-plant transient analyses 
capability, which is essential for fast turnaround design scoping and engineering analyses. 

Most effort in FY13 was focused on the development of component models using the 
conservative variable based (or density-based) formulations in collaboration with the RELAP-
7 effort for the purpose of developing the SFR primary system modeling capability in a 
shorter time. In FY14, the primitive variable based (or pressure-based) flow model was 
demonstrated to have superior convergence performance compared to the conservative 
variable based flow model for incompressible flows. Therefore, the focus was shifted toward 
developing integrated-physics components using the primitive variable based flow model in 
FY14. 

In FY14, the 1-D FEM flow model using a primitive variable based formulation with 
numerical stabilization schemes has been improved for use in the incompressible sodium 
flows. It is confirmed that the developed FEM flow model can be strictly verified, and that it 
performs very well for a wide range of flow problems, including density wave propagation 
where numerical instability and numerical diffusion can be eliminated by its second-order 
numerical accuracy in both space and time; steep gradient problems where steep gradient can 
be handled and only slightly smoothed; discharging between tanks where flow reversal and a 
wide range of flow conditions (convection dominant or not) are modeled; and the flow and 
heat transfer in a heat exchanger where the conjugate heat transfer problem is accurately 
solved in a fully-coupled fashion and the second-order accuracy is verified.  

A set of general and SFR-specific physics models and component has also been developed 
in FY14 based on the primitive variable based flow model. The simulation of the ABTR 
PLOF transient and the EBR-II SHRT-17 test has successfully demonstrated the SFR system 
simulation capabilities using the new set of Components, while also demonstrating its 
superior performance compared to the original density-based flow solver. In the ABTR PLOF 
simulations, almost identical flow rates were predicted for both the pump coastdown and the 
natural circulation phases between the pressure-based and the density-based flow models. 
However, the comuting time for the 1000 second transient is significantly reduced from ~2 
hours to ~8 minutes with the pressure-based flow model. The transient response of the core 
flow in the simulation is also similar to that from the EBR-II SHRT-17 test, although the 
magnitudes are slightly different. Further investigations will be needed to resolve or better 
understand the causes of the differences between the simulation and experiment results.  
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Although it is a relatively new effort, the SFR System Analysis Module development and 
the recent progress are very encouraging. It can be confirmed that the major physics 
phenomena in SFR primary coolant loop during the protected-loss-of-flow transients can be 
well captured by the SFR System Analysis Module simulations, and that the new flow model 
can significantly improve the code convergence speed for the incompressible but thermally 
expandable flow systems. The next stage of the development will be continued on component 
designs and physics integration for SFR analysis, demonstration of code capabilities through 
simulations of SFR design base accidents or design extension conditions, and code 
verification and validation. Additionally, the integration with other high-fidelity advanced 
simulation tools developed under the NEAMS Program, such as Nek-5000, will be 
investigated to pursue a multi-scale multi-physics simulation using the integrated NEAMS 
RPL tools. 
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1 Introduction	
  
System thermal-hydraulics is one of the major disciplines essential for the design, 

licensing, and operation of nuclear systems. Many system analysis codes, such as RELAP5 
[1], CATHARE [2] and SAS4A/SASSYS-1 [3], have been developed since the early 1970s 
and successfully applied for the design, license, and operational analysis of the nuclear power 
plants. Although these codes have achieved a certain level maturity, they have not taken full 
advantage of the rapid expansion in computing power and advances in numerical methods 
over the past two decades.  

With advances in numerical techniques and software engineering, such as the availability 
of non-linear solvers and object-oriented application frameworks, modernization of existing 
systems codes or the development of new system codes becomes more compelling. For 
example, RELAP-7 [4], an advanced safety analysis tool for light-water reactors, is being 
developed on the MOOSE [5] framework to interface with libMesh [6] and PETSc [7] to 
provide the underlying geometry (mesh I/O) and numerical capabilities (finite element library 
and solvers). RELAP-7 itself defines objects on this interface that represent typical 
components and systems in a light water reactor (LWR). Similar developments are being 
pursued for components and systems that represent typical features of advanced reactor 
concepts such as SFRs (sodium fast reactors), LFRs (lead-cooled fast reactors), and FHRs 
(fluoride-salt-cooled high temperature reactors). These advanced reactor concepts are 
distinguished from light-water reactors in their use of single-phase, low-pressure, very low 
Prandtl number coolants that undergo higher temperature changes. This simple yet 
fundamental change has significant impacts on core and plant design, the types of materials 
used, component design and operation, fuel behavior, and the significance of the fundamental 
physics in play during transient plant simulations. These advanced system simulation 
development efforts are referred to as the SFR System Analysis Module (SAM) to highlight 
its current focus and to distinguish the modeling needs of advanced reactor concepts from 
light-water reactors.  

The SFR System Analysis Module is being developed for sodium fast reactor simulations 
under U.S. DOE-NE’s Nuclear Energy Advanced Modeling and Simulation (NEAMS) 
program. Its goal is to solve the tightly-coupled physical phenomena including fission 
reaction, heat transfer, fluid dynamics, and thermal-mechanical response in the SFR 
structures, systems and components in a fully-coupled fashion but with reduced-order 
modeling approaches to facilitate rapid turn-around for design and safety optimization studies. 
Additionally, the integration with other high-fidelity advanced simulation tools developed 
under the NEAMS Reactor Product Line (RPL) is being pursued for a multi-scale multi-
physics simulation using the integrated NEAMS RPL toolkit. For example, the SFR System 
Analysis Module would provide system responses and transient boundary conditions for 
detailed Nek5000/Proteus/Diablo simulations of the reactor core in the safety analysis of 
postulated reactor transients.  

This report provides an update of the SFR System Analysis Module developments in 
FY14. The code development approach and current capabilities are summarized in Section 2. 
Section 3 describes the updates of the underlying one-dimensional systems-level thermal-
hydraulics simulation capabilities in which the primitive variable based (or pressure-based) 
fluid model and its verification are discussed. A new set of Components for reactor system 
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simulation has also been developed based on the primitive variable based fluid model. Section 
4 discusses the demonstration simulation of protected loss of flow (PLOF) transient in the 
Advance Burner Test Reactor (ABTR) [8]. The IAEA coordinated benchmark exercise of 
EBR-II SHRT-17 test is discussed in Section 5. Finally, Section 6 provides a summary of the 
FY14 effort and the direction needed for future code development work.  
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2 Overview	
  of	
  SFR	
  System	
  Analysis	
  Module	
  Development	
  

2.1 Development	
  Approach	
  
The goal of the SFR System Analysis Module is to provide system-level modeling and 

simulation tools with much higher fidelity and with well-defined and validated prediction 
capabilities for SFR systems. It will provide fast-running, modest-fidelity, whole-plant 
transient analyses capability, which is essential for fast turnaround design scoping and 
engineering analyses and could lead to improvements in the design of new reactors, the 
reduction of uncertainties in safety analysis, and reductions in capital costs. To fulfill its 
objectives, the SFR System Analysis Module 

 utilizes an object-oriented application framework (MOOSE), the underlying 
meshing and finite-element library, and non-linear solvers (LibMesh and PETSc) 
to leverage the available advanced software environments and numerical methods.  

 incorporates advances in the physical and empirical models for SFR system 
analysis developed over the past several decades. 

 provides multi-scale multi-physics modeling capabilities by integrating with other 
higher-fidelity advanced simulation tools. 

The SFR System Analysis Module was also a coordinated development effort with 
RELAP-7. It can leverage the common features between LWRs and SFRs, and the existing 
RELAP-7 physics models and component library can be available for use in the SFR System 
Analysis Module as dependent libraries if needed (see Figure 1). For example, the two-phase 
flow model and the component library in RELAP-7 could be used for the steam generator and 
balance-of-plant simulation in conjunction with the SFR System Analysis Module for reactor 
core and primary loop simulation. This tool also provides 

 1-D FEM flow models using a primitive variable based formulation with 
numerical stabilization schemes for use in incompressible sodium flows.  

 multi-scale, single-phase flow coupling capabilities between the SFR System 
Analysis Module and any CFD code to simulate multidimensional phenomena, 
such as thermal stratification.  

 integrated component models for SFR system, structure, and components based on 
the primitive variable based flow model. 

 verification and demonstration problems for both stand-alone system simulation 
capabilities and coupled multi-scale or multi-physics simulation capabilities.  



	
   Update	
  on	
  Developments	
  for	
  the	
  SFR	
  System	
  Analysis	
  Module	
  
4	
   	
   September	
  2014	
  

ANL/NE-­‐14/9	
  

 
Figure 1: The Structure of the SFR System Analysis Module 

 

2.2 Overview	
  of	
  Current	
  Capabilities	
  
To develop a system analysis code, numerical methods, mesh management, equations of 

state, fluid properties, solid material properties, neutronics properties, pressure loss and heat 
transfer closure laws, and good user input/output interfaces are all indispensible. The SFR 
System Analysis Module leverages the MOOSE framework and its dependent libraries to 
provide JFNK solver schemes, mesh management, and I/O interfaces while providing new 
physics and component models to model the SFR systems.  

A numerically stable scheme for continuous finite element analysis of single-phase flow 
has been developed for non-LWR advanced reactor applications. It uses primitive variable (or 
pressure) based formulation, while the RELAP-7 code uses the conservative variable (or 
density) based formulations. Although the conservative variable based formulation has many 
advantages in the applications of compressible flow, such as the capability to capture the 
shock waves, the primitive variable based FEM formulation is more suitable for 
incompressible or nearly incompressible flows, such as the fluid flow in the SFRs, LFRs, or 
FHRs. To prevent potential numerical instability issues, the stabilization techniques of 
incompressible flows were extensively reviewed, and the Streamline-Upwind Petrov-Galerkin 
(SUPG) and the Pressure-Stabilizing Petrov-Galerkin (PSPG) formulations [9] have been 
chosen and implemented as the stabilization schemes. More details on the flow model and 
stabilization scheme will be discussed in Section 3. 

It should be noted that most effort in FY13 was focused on the development of component 
models using the conservative variable based formulations in collaboration with the RELAP-7 
effort for the purpose of developing the SFR primary system modeling capability in a shorter 
time. In FY14, the primitive variable based flow model was demonstrated to have superior 
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convergence performance compared to the conservative variable based flow model for 
incompressible flows. Therefore, the focus was shifted toward developing integrated-physics 
components using the primitive variable based flow model in FY14.  

The physics modeling and mesh generation of individual reactor components are 
encapsulated as Component classes. A new set of components has been developed using the 
primitive variable based FEM formulation, as listed in Table 1, including: (1) 1-D 
components such as pipe, core channel, and heat exchanger; (2) 0-D components for setting 
boundary conditions such as time dependent volume, time dependent junction, and time 
dependent mass flow rate; and (3) 0-D components for connecting 1-D components such as 
junctions, branches, and pumps.  

Table 1. Major SFR System Analysis Module Components, based on the primitive variable 
formulation 

Component name Descriptions Dimension 

OneDFluidComponent 
Simulates 1-D fluid flow using the primitive 
variable formulation 1-D  

CoupledHeatStructure The heat structure connecting two liquid 
components (1-D or 0-D).  2-D or 3-D 

Pipe Simulates the fluid flow in a pipe and the heat 
conduction in the pipe wall. 

1-D fluid, 2-D 
or 3-D 

structure 

HeatExchanger 
Simulates a heat exchanger, including the fluid flow 
in the primary and secondary sides, convective heat 
transfer, and heat conduction in the tube wall. 

1-D fluid, 2-D 
or 3-D 

structure 

CoreChannel 
Simulates reactor core channels, including 1-D flow 
channel and the inner heat structure of the fuel rod, 
and the outer heat structure of the duct wall.  

1-D fluid, 2-D 
or 3-D 

structure 

DuctedCoreChannel 
Simulates reactor core channels with an outer heat 
structure of the duct wall.  

1-D fluid, 2-D 
or 3-D 

structures 

BypassChannel 
Models the bypass flow in the gaps between fuel 
assemblies. 1-D 

FuelAssembly 

Models reactor fuel assemblies composed of 
multiple CoreChannels, representing different 
regions of a fuel assembly (core, gas plenum, 
reflector, shield, etc.). 

1-D fluid, 2-D 
or 3-D 

structure 

DuctedFuelAssembly 
Model reactor fuel assemblies composed of multiple 
DuctedCoreChannels. 

1-D fluid, 2-D 
or 3-D 

structure 



	
   Update	
  on	
  Developments	
  for	
  the	
  SFR	
  System	
  Analysis	
  Module	
  
6	
   	
   September	
  2014	
  

ANL/NE-­‐14/9	
  

ReactorCore 
Models a pseudo three-dimensional reactor core; It 
consists of member core channels (with duct walls) 
and bypass channels. 

0-D 

Branch Models a zero-volume flow joint, where multiple 1-
D fluid components are connected.  0-D 

SingleJunction Models a zero-volume flow joint, where two 1-D 
fluid components are connected.  0-D 

Pump Simulates the pump component, in which the pump 
head is dependent on a pre-defined function.  0-D 

VolumeBranch 
Considering the volume effects of a flow joint so 
that it can account for the mass and energy in-
balance between the inlets and outlets due to inertia 

0-D 

CoverGas 
A 0-D gas volume that is connected to one or 
multiple liquid volumes.  0-D 

LiquidVolume 
The 0-D liquid volume with cover gas, thus the 
liquid volume can change during the transient.  0-D 

TDJ An inlet boundary in which the flow velocity and 
temperature are provided by pre-defined functions.  0-D 

TDV A boundary in which the pressure and temperature 
conditions are provided by pre-defined functions.  0-D 

CoupledTDV 
A TDV boundary in which the boundary conditions 
are provided by other codes in coupled code 
simulation.  

0-D 

 

The developed physics models and components provide several major modeling features: 
1. One-D pipe networks to represent general fluid systems such as the reactor coolant 

loops; 
2. Flexible integration of fluid and solid components, able to model complex and 

generic engineering system.  
3. A three-dimensional capability to model the radial heat-transfer in the reactor core; 

The heat generated in the fuel rod of one fuel assembly can be transferred to the 
coolant in the core channel, the duct wall, the inter-assembly gap, and then the 
adjacent fuel assemblies. This is particularly important for SFR since the thermal 
conductivity of the sodium is very high, so that the radial heat conduction through 
the inter-assembly gap is important for accurate temperature prediction throughout 
the reactor core. A general liquid flow and solid structure interface model was 
developed for easier implementation of physics models in the components. 

4. SFR (pool-type) specific features such as liquid volume level tracking, cover gas 
dynamics, heat transfer between 0-D pools, fluid heat conduction, etc. These are 
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important features for accurate SFR safety analysis. For example, the heat transfer 
from the hot pool to the cold pool would affect the temperatures and liquid levels 
of the pools, thus significantly affect the natural circulation flow rate in the 
primary loop and other behaviors during SFR transients. 

 

2.3 Multi-­‐Scale	
  Code	
  Coupling	
  
In addition to the physics and component module development, a multi-scale integration 

capability was also added to the SFR System Analysis Module to allow coupled code 
simulations between the system code and other higher fidelity tools. For practical nuclear 
engineering applications, multi-scale analysis by adopting the combined use of different scale 
computational tools, such as system thermal-hydraulics and CFD codes, is vital when three-
dimensional effects play an important role in the evolution of a given transient or accident 
scenario. This capability is also important for the integration between the System Analysis 
Module and other high-fidelity advanced simulation capabilities developed under the NEAMS 
RPL. 

Careful control of data exchange and time-synchronization is essential for a numerically 
stable and physically valid coupled code simulation. The general issues in the coupling of a 
system code and a CFD code have been addressed in a previous NEAMS report [10], 
including data exchange method, driving mechanism, time synchronization scheme, and the 
selection of data for exchange. The coupling strategy between the System Analysis Module 
and the CFD code STAR-CCM+ [11] was derived and implemented based on these 
considerations and the characteristics of each code.  

The multi-scale coupling capability has been demonstrated in the coupled SFR System 
Analysis Module and STAR-CCM+ code simulation of the ABTR PLOF transient. The 
details of the coupled code simulation can be found in Ref. [12] and [13]. The importance of 
the multi-resolution capability was demonstrated by the multi-dimensional flow and the 
formation of thermal stratification layers in the outlet plenum of the ABTR during the 
postulated transient, as seen in Figure 2.  
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Figure 2: Temperature Distribution in a Coupled System and CFD Transient Simulation 

 

2.4 Advantages	
  over	
  Current	
  System	
  Codes	
  	
  
Compared to current system codes, such as RELAP5, CATHARE and SAS4A/SASSYS-

1, the SFR System Analysis Module represents a significant advance in physics models, 
numerical methods, and software designs for the system thermal-hydraulic simulation 
capabilities needed by these codes. A brief comparison between them is shown in Table 2. 
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Table 2. Key Features Comparison between Traditional System Tools and SFR System 
Analysis Module 

 Relap-5, CATHARE, 
SAS4A/SASSYS-1, etc. 

SFR System Analysis Module 

Capacities Extensive capabilities and 
knowledge after 40 years code 
development and user 
experience; 
Better for short transients with 
strong energy and momentum 
sources 

Currently capabilities only include 
single-phase fluid flow and heat 
transfer, plus basic point kinetics 
model; 
Able to accurately model long 
transients with weak driving sources; 
multiple dimensional capabilities and 
additional physics available by 
coupling with external applications 

Software design Fortran 77, 90/95 
Procedural/Modular 
programming 

C++ OOP, Generic Programming, 
Modern software design 

Numerical 
methods 

Customized, semi-implicit 1st 
order accuracy in time and 
space (in theory), finite-
difference “like” discretization, 
serial 

Based on parallel nonlinear solvers 
(PETSc), Jacobian-free Newton-
Krylov nonlinear solver (JFNK); fully 
coupled multiphysics;* 2nd order in 
both time and space;  continuous 
FEM;  

V&V Primarily validation Both verification and validation; 
SAS4A/SASSYS-1 validation data 
plus additional available data 

Maintenance 
and 
Improvements 

Significant efforts Easy to develop, maintain, and 
improve, scalable; easy to couple with 
other modern codes 

*: Operator split method could be implemented as solver or preconditioner once the MOOSE 
support is ready. 
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3 An	
  advanced	
  One-­‐D	
  FEM	
  Flow	
  Model	
  and	
  Verification	
  

3.1 Governing	
  Equations	
  
The transport equations for one-dimensional, single-phase flow can be described by the 

following set of PDEs. The mass, momentum, and energy conservation equations are closed 
by the equation of state for the fluid. 

𝜕𝜌
𝜕𝑡 +

𝜕 𝜌𝑢
𝜕𝑧 = 0 (1)  

𝜕 𝜌𝑢
𝜕𝑡 +

𝜕 𝜌𝑢𝑢
𝜕𝑧 = −

𝜕𝑝
𝜕𝑧 − 𝜌𝑔 − 𝛻 ∙ 𝜏 (2)  

𝜕 𝜌𝐻
𝜕𝑡 +

𝜕 𝜌𝑢𝐻
𝜕𝑧 = 𝛻(𝑘𝛻𝑇)− 𝛻𝑞!"+ 𝑞′′′+

𝐷𝑝
𝐷𝑡 + 𝜙   

(3)  

𝜌 = 𝜌(𝑝,𝑇) (4)  

Where, 𝑡: time; 𝑧: the axial coordinate in flow direction; 𝜌: the coolant density; 𝑢: velocity; 𝑔: 
the acceleration due to gravity; 𝑝: pressure; 𝜏: shear stress; 𝑇: temperature; 𝐸: internal energy; 
H: enthalpy, and 𝐻   =   𝐸  +   𝑝/𝜌; 𝑘: fluid thermal conductivity; 𝑞!!!: radiation heat flux; 𝑞!!!: 
volumetric internal heat source; 𝜙: source terms due to external forces, 𝜙 =   −𝑣 ∙   (𝛻 ∙ 𝜏 +
𝜌𝑔), including frictional dissipation, gravity, etc.   

The shear stress in the momentum equation can be simplified using the friction 
coefficient. The energy equation can be simplified by neglecting the energy variation due to 
fluid conduction, radiation heat, thermal expansion, and the source terms due to external 
forces. After the simplifications and applying the continuity equation into the momentum and 
energy equations, the set of governing equations can be written in the conservative form (Eq.-
5) or in the non-conservative form (Eq.-6).  

𝜕𝜌
𝜕𝑡 +

𝜕 𝜌𝑢
𝜕𝑧 = 0         

𝜕 𝜌𝑢
𝜕𝑡 +

𝜕 𝜌𝑢𝑢 + 𝑝
𝜕𝑧 = −𝜌𝑔 −

𝑓
𝐷!
𝜌𝑢 𝑢
2  

𝜕 𝜌H
𝜕𝑡 +

𝜕 𝜌𝑢H
𝜕𝑧 = 𝑞′′′ 

𝑝 = 𝑝 𝜌,𝜌𝑢,𝜌𝐸  or 𝜌 = 𝜌(𝑝,𝑇) 

(5)  
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In which f: the friction coefficient; 𝐷!: equivalent hydraulic diameter. When considering 
the convection heat flux from solid surface 𝑞!!!, 𝑞′′′ =

!!!!!!
!!

, where 𝑃! and 𝐴! respectively 
denote heated perimeter and cross-sectional area of the coolant channel.  

∂𝜌
𝜕𝑡 +

𝜕 𝜌𝑢
𝜕𝑧 = 0 

𝜌
𝜕𝑢
𝜕𝑡 + 𝜌𝑢

𝜕𝑢
𝜕𝑧 = −

𝜕𝑝
𝜕𝑧 − 𝜌𝑔 −

𝑓
𝐷!
𝜌𝑢 𝑢
2  

𝜌𝐶!
𝜕𝑇
𝜕𝑡 + 𝜌𝐶!𝑢

𝜕𝑇
𝜕𝑧 = 𝑞!!! 

𝜌 = 𝜌(𝑝,𝑇) 

(6)  

In which 𝐶!: the specific heat, 𝐶! =
!"
!"

. 

To solve the above set of PDEs, two out of three variables of density, pressure, and 
temperature (or total energy) must be selected as the state variables, along with the velocity 
(or mass flux) to compose the three state variables for the system of equations. Two common 
approaches used in the literature include: (1) primitive variable (or pressure) based 
formulation, in which the state variables are pressure (𝑝), velocity (𝑢), and temperature (𝑇); 
and (2) conservative variable (or density) based formulation that uses density (𝜌), momentum 
(𝜌𝑢), and total energy (𝜌𝐸) as the state variables. 

Historically, the pressure-based approach was developed for low-speed incompressible 
flows, while the density-based approach was originally designed for high-speed compressible 
flows. Both methods have been extended and reformulated to solve and operate for a wide 
range of flow conditions beyond their traditional or original intent. The use of conservative 
variable (𝜌,𝜌𝑢,𝜌𝐸) as independent variables would require the pressure to be calculated from 
equation of state (EOS). However, this approach may increase the difficulties in code 
convergence for applications of incompressible or nearly incompressible liquid flows, since 
small perturbations in 𝜌 (density) or 𝜌𝐸 (volumetric total energy) would cause significant 
changes in pressure. To use Newton-type nonlinear solvers, the 𝜕𝑝/𝜕𝜌, 𝜕𝑝/𝜕𝜌𝑢,  𝜕𝑝/𝜕𝜌𝐸, 
𝜕𝑇/𝜕𝜌, 𝜕𝑇/𝜕𝜌𝑢,  𝜕𝑇/𝜕𝜌𝐸 terms are required for constructing the Jacobian matrix. Even if a 
matrix-free method is used, these derivative terms may still be needed for the preconditioning 
matrix. The existence of these terms significantly increases the difficulties in deriving the 
Jacobian or preconditioning matrix and may cause convergence problems when using real 
fluid EOS. 

Although the conservative variable based formulation has the advantages in the 
applications of compressible flow, such as the capability to capture shock waves, the primitive 
variable based FEM formulation is more suitable for incompressible or nearly incompressible 
flows, such as the fluid flow in SFRs, LFRs, or FHRs. With the primitive variable approach, 
using the integral equations in the conservative form (Eq.-5) will still ensure the conservation 
laws of the fluid equations. Hence, a primitive variable based formulation was developed in 
this work for SFR system analysis applications.  
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The variation of coolant density is obtained from a pressure-temperature state relation as:  

δρ = !!
!!
|!δh+

!!
!!
|!δp = ξδh+ ηδp 

𝜕𝜌
𝜕𝑡 = 𝜉

𝜕𝑇
𝜕𝑡 + 𝜂

𝜕𝑝
𝜕𝑡  

𝜕𝜌
𝜕𝑧 = 𝜉

𝜕𝑇
𝜕𝑧 + 𝜂

𝜕𝑝
𝜕𝑧 

(7)  

And for incompressible but thermally expandable flow, !"
!"
= 𝜉 !"

!"
 and !"

!"
= 𝜉 !"

!"
. These 

formulas are needed for the primitive variable based formulation since density is a dependent 
variable.  

 

3.2 SUPG/PSPG	
  Stabilization	
  and	
  the	
  Solution	
  Scheme	
  
Finite element analysis of incompressible flows requires stabilization to avoid the 

potential for numerical instabilities. The presence of advection terms (first order terms) in the 
governing equations can result in spurious node-to-node oscillations, as the unphysical 
pressure oscillation in a straight pipe shown in Figure 3. Stabilization methods successfully 
applied in structure problems, where no convection is present, may totally fail when they are 
applied to convection-dominated problems, as they occur frequently in fluid mechanics. This 
is particularly the case with Bubnov-Galerkin methods, which are weighted residual methods 
where the test functions are set equal to the shape functions [14]. The role of convection in 
differential equations can be defined by the Peclet number or Reynolds number. The higher 
these numbers are, the more dominant the convection term and the stronger the oscillations. 

 
Figure 3: An example of non-physical (numerical) pressure oscillation 
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The same situation can also be found in the finite difference context. There, the same 
problem with oscillations occurs when using central differences for the advective operator. In 
finite difference methods, it is well known that upwind differencing on the convective term 
does not show oscillatory solutions, but introduces over-diffusive results. A simple Taylor 
series analysis proves that upwinding is only first order accurate, in contrast to the second 
order accurate, but oscillatory, central differences. This analysis also elucidates that 
upwinding can also be interpreted as central differences plus artificial diffusion. Thus, the 
“right” combination of central and upwind differences may introduce the optimal amount of 
artificial diffusion, which leads to accurate and oscillation-free solutions [13]. 

Starting in the 1970s a large number of FEMs arose with different ideas to include the up-
wind effect in finite element analyses. The Streamline-Upwind/Petrov-Galerkin (SUPG) 
method, introduced from Brooks and Hughes in Ref. [13] can be considered as the first 
successful stabilization technique to prevent oscillations in convection-dominated problems in 
the FEM. The main concept is to introduce artificial diffusion in the streamline direction only, 
interpreted as a modification of the test function of the advection terms, and to enforce 
consistency, such that this modified test function is applied to all terms of the weak form. The 
term “artificial diffusion” is not fully applicable any longer, because the stabilized weak form 
cannot be manipulated such that only a diffusion term is extracted. The exact solution of the 
original problem still satisfies the SUPG stabilized weak form. 

 
Considering a PDE of the general form,  

𝐿𝑢 = 𝑓   (8)  

where 𝐿 is any differential operator. The SUPG weak form of the problem is:  

𝑤∗ ∗ 𝐿𝑢 − 𝑓 𝑑Ω = 0
!

   (9)  

The standard Bubnov-Galerkin test functions 𝑤 are modified by a streamline upwind 
perturbation of the kind 

𝑤∗ = 𝑤 +   𝜏 ∗ 𝐿!"#𝑤 = 𝑤 +   𝜏 ∗ ∇𝑤   (10)  

Where 𝐿!"# is the advective part of the whole operator 𝐿, and 𝜏 is the stabilization 
parameter that weights the perturbation. Note that the perturbation is multiplied with the 
residual form of the differential equation. Thereby, consistency is fulfilled from the beginning 
in that the exact solution also fulfills the stabilized weak form exactly. It is because of this 
property of the SUPG stabilization (and the PSPG stabilization mentioned later) that 
numerical oscillations are prevented without introducing excessive numerical diffusion, and 
therefore without compromising the accuracy of the solution.  

 

The Pressure-Stabilizing/Petrov-Galerkin (PSPG) method is a common technique used for 
the stabilization of the Stokes equations. For Stokes equations: 
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Continuity equation: ∇ ∙ 𝑢 = 0 

Momentum equation: ∇ ∙   (𝜈∇ ∙ 𝑢 + 𝑝) = 𝑓 
(11)  

The PSPG stabilization term, similar to that of the SUPG, consists of a perturbation 𝜏∇𝑞 
multiplied with the residual of the momentum equation, but it is added to the weak form of 
the continuity equation.  

𝑞 ∗ ∇ ∙ 𝑢 𝑑Ω+
!

𝜏∇𝑞   ∗ ∇ ∙ 𝜈∇ ∙ 𝑢 + 𝑝 − 𝑓 𝑑Ω = 0
!

 (12)  

In mixed convection-dominant problems, such as the incompressible Navier-Stokes 
equations with high Reynolds number, SUPG and PSPG (called herein SUPG/PSPG) 
stabilization have to be applied to obtain satisfactory results. It should be mentioned that the 
PSPG stabilization parameter does not necessarily have to be identical with the SUPG 
stabilization parameter. In this work, the weak forms of the stabilization schemes for 
incompressible flow are derived as: 

 

!"
!"
+ ! !"

!"
, 𝜓  +    !"

!"
+ 𝜌𝑢 !"

!"
+ !"

!"
+ 𝜌𝑔 + !

!!

!" !
!
, 𝜏!"!# ∗ ∇𝜓 =

0 

!"#
!"
+ !"##

!"
+ !"

!"
+ 𝜌𝑔 + !

!!

!" !
!
,𝜓   

                               +    𝜌 !"
!"
+ 𝜌𝑢 !"

!"
+ !"

!"
+ 𝜌𝑔 + !

!!

!" !
!
, 𝜏!"#$ ∗

∇𝜓 = 0    

!"!
!"

+ !"#$
!"

− 𝑞!!!,𝜓 + 𝜌𝐶!
!"
!"
+ 𝜌𝐶!𝑢

!"
!"
− 𝑞!!!, 𝜏!"#$ ∗ ∇𝜓 = 0    

(13) 

in which 𝜓 is the test function; 𝜏!"!#  and 𝜏!"#$  are the stabilization parameters that weights 
the perturbations; and 𝑓,𝜓 = 𝜓 ∗ 𝑓  𝑑Ω! , is an expression of the volume integral. Note 
that the regular residuals of all conservation equations are calculated based on the 
conservative form while the stabilization terms are calculated based on the non-conservative 
form. This formulation not only strictly ensures the conservation laws, but also is easy to 
implement. A review of stabilized finite element formulations for incompressible flow, 
including the SUPG and PSPG schemes, can be found in Ref. [15].  

The above formulation of the finite element method has been implemented in the SFR 
System Analysis Module, which is based on solving all systems in a fully coupled manner 
(i.e. all the unknowns are solved altogether in a large nonlinear system). The full coupling 
between different physics is achieved through the Jacobian-Free Newton Krylov (JFNK) 
method [16]. The JFNK method is a multi-level approach in solving large nonlinear systems, 
using outer Newton’s iterations (nonlinear solver) and inner Krylov subspace methods (linear 
solver). The concept of “Jacobian-free” is proposed since deriving and assembling such large 
Jacobian matrices could be difficult and expensive. However, in most applications, the Krylov 
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subspace methods require preconditioning to be efficient. Although the JFNK method is used, 
the entries to the Jacobian matrix are still derived and implemented for the preconditioning 
purpose, since other preconditioning approaches have not worked well so far. The execution 
speed of the code strongly depends on the number of nonlinear (Newton) and linear (Krylov) 
iterations. The JFNK method has become an increasingly popular option for solving large 
nonlinear equation systems arising from multi-physics problems over the last 20 years, and 
has branched out into a number of different disciplines. The details of the JFNK method and 
some preconditioning techniques can be found in Ref. [16].  

 

3.3 Verification	
  Tests	
  
The primitive variable based finite element fluid model has been implemented in the SFR 

System Analysis Module and verified by many problems. Density wave propagation, steep 
gradient problems, discharging between tanks, and the conjugate heat transfer in a heat 
exchanger are presented in this section.   

3.3.1 Density	
  Wave	
  Oscillations	
  
One challenging problem for traditional system codes, such as TRACE and RELAP-5, is 

to accurately model the wave oscillation or the sudden disturbance of the system without any 
numerical instability and numerical diffusion concerns due to their first-order approximations 
of the differential equations in both time and space.  

An example of density wave propagation is presented here in a pipe flow problem. The 
inlet temperature of a one-meter pipe oscillates following a sinusoidal distribution, 𝑇!"(𝑡) =
628+ 100 ∗ 𝑠𝑖𝑛  (𝜋𝑡); the inlet velocity is fixed, 𝑢!" 𝑡 = 0.5  𝑚/𝑠; and the initial pipe 
temperate is at 628 K. The transient responses of the wave propagation are shown in Figure 4, 
where the code predictions agreed very well with the analytical solutions. This is because the 
second order numerical accuracy in both space and time are implemented.  In the finite 
element formulation, using piecewise linear shape functions for the state variables (pressure, 
velocity and temperature) assures the second order accuracy in space with both uniform and 
nonuniform discretization . Multiple time-integration schemes are available for the SFR 
System Analysis Module. The second-order backward differentiation (BDF2) scheme used in 
this analysis is second-order accurate in time. If a first-order time integration scheme were 
used, numerical damping or diffusion would occur, as shown in Figure 5. 
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Figure 4: Transient responses of the pipe under inlet temperature oscillation, BDF2 
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Figure 5: Damped temperature wave under inlet temperature oscillation, backward Euler 

3.3.2 Steep	
  Gradient	
  Problems	
  
A challenging problem, generally true for all types of numerical analyses, is the modeling 

of a non-continuity (steep gradient). Since the continuous finite element analysis is used in the 
SFR System Analysis Module, its capability to model steep gradient problems needs to be 
examined.  

A steep gradient problem is tested again in a simple vertical pipe flow. The inlet 
temperature of the pipe follows a step function:  

𝑇!" 𝑡 =    628  𝐾, 𝑖𝑓  𝑡 ≤ 0
728  𝐾, 𝑖𝑓  𝑡 > 0 (14)  

The inlet velocity is fixed: 𝑢!" 𝑡 = 1  𝑚/𝑠. The transient responses of the temperature step 
change are shown in Figure 6. The smoothing of the temperature gradient over time is clearly 
observed.  

A similar steep gradient problem is tested with an inlet temperature pulse, in which the 
pipe inlet temperature follows 

𝑇!" 𝑡 =    628  𝐾,                    𝑖𝑓  𝑡 > 0.1  𝑜𝑟  𝑡 < 0
728  𝐾, 𝑖𝑓  0 ≤ 𝑡 ≤ 0.1                  

(15)  

The inlet velocity is fixed: 𝑢!" 𝑡 = 1  𝑚/𝑠. The transient responses of the temperature step 
change are shown in Figure 7. The smoothing of the temperature gradient is again observed. 
However, the smoothing shown in Figure 6 and Figure 7 can be deemed acceptable because: 
(1) no numerical overshooting is observed; (2) some physical diffusions (molecule diffusion, 
turbulence, conduction) are real, but commonly neglected in the 1-D flow formulation; (3) 
further refining the mesh would reduce the smoothing or damping. 
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Another steep gradient problem is tested with the step change of the inlet pressure of the 
pipe, as:  

𝑃!" 𝑡 =    1.0×10
!  𝑃𝑎, 𝑖𝑓  𝑡 ≤ 0  

2.0×10!  𝑃𝑎, 𝑖𝑓  𝑡 > 0  
 (16)  

The outlet pressure is fixed at 𝑃!"# 𝑡 = 1.5×10!  𝑃𝑎. The transient response of the flow 
velocity is shown in Figure 8. The flow velocities across the pipe responded simultaneously to 
the pressure step change. The flow reverses its direction after approximately 0.2 seconds and 
then stabilized at a new steady state. The transient response of the pressure step change is well 
captured by the developed FEM flow model. The code predictions of the velocities at the 
initial and final steady states agree very well with analytical solutions. Note that the 
differences in the absolute magnitudes of the initial and final steady-state velocities are due to 
gravity.  

 

Figure 6: Smoothing of steep gradient during a temperature step change transient 
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Figure 7: Smoothing of steep gradient during a temperature pulse transient 

 

Figure 8: Flow velocity response during a pressure step change transient 
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3.3.3 Tank	
  Discharge	
  Problem	
  
A tank discharge problem is modeled to examine the applicability of the code to a wide 

range of operating conditions during a transient. In this test, two liquid pools are connected 
through a valve (opens at 𝑡 = 0  𝑠) and a pipe. The two pools share a common cover gas, but 
have different initial liquid levels and temperatures. The transient response of the tank 
discharge test is shown in Figure 9. It is confirmed the flow reversal is well captured, and the 
code performed very well (without any numerical instability problems) for a very wide range 
of flow conditions (from over 100 kg/s to less than 0.1 kg/s). Note that the cover gas and pool 
dynamics is also modeled in the code as 0-D components, but not elaborated in this paper. 

  

(a) Liquid level     (b) Mass Flow 

Figure 9: Transient response of the tank discharge test 

3.3.4 Conjugate	
  Heat	
  Transfer	
  Problems	
  	
  
An example of conjugate heat transfer in a counter-current heat exchanger is also 

examined, in which the operating condition of the intermediate heat exchanger (IHX) in the 
ABTR is used. The inlet temperatures are 783 K and 606 K for the primary and secondary 
pipes. The mass flow rates are also fixed at 1264 kg/s and 1259 kg/s for the two sides 
respectively. Because the flow rates are very close for the two sides, linear temperature 
distributions are expected for the two sides. The code predictions are shown in Figure 10, in 
which outlet temperatures of the two sides also agreed very well with the ABTR design 
values, 628 K and 761 K respectively.   

Assuming constant heat transfer coefficients for both sides of the heat exchanger, constant 
wall thermal conductivity, and constant specific heat capacity of the fluid, the analytical 
solution of the temperature difference between the primary and secondary sides of the heat 
exchanger can be obtained from Eq. (17) using the thin-wall approximation for the tube wall.  
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In which ΔT is the fluid temperature difference between the primary and secondary sides, 𝑃! 
is the heated perimeter, 𝑚! and 𝑚! are the mass flow rates of both sides, 𝑐! is the specific 
heat capacity, and ℎ! is the effective heat transfer coefficient between the primary and 
secondary side. ℎ! is defined as:  

ℎ! =
1

1
ℎ! +

𝑡
𝑘 +

1
ℎ!

 (18)  

In which, ℎ! and ℎ! are heat transfer coefficients in primary and secondary sides, 
respectively; and 𝑡 and 𝑘 are the thickness and thermal conductivity of the tube wall between 
primary and secondary sides, respectively. To obtain a clear exponential distribution of the 
temperature difference, the mass flow rate of the primary side in the above ABTR heat 
exchanger problem is reduced to half. The calculated and analytical fluid temperature 
differences between the primary and the secondary sides along the heat exchanger pipe are 
shown in Figure 11. The comparison indicates that the simulation results agree well with the 
analytical solution, with a maximum error of temperature difference less than 1 °K for the 
case with the coarsest mesh (with 10 elements for the 3.7 meter long heat exchanger).  

A mesh convergence study has also been performed for this test problem. The number of 
axial pipe elements varies from 10, 20, to 40, while the radial element number of the wall 
remained unchanged at 2. The L2-Norms of the temperature differences are shown in Figure 
12. It is clearly shown that the 2nd order accuracy has been achieved from the trend-line.  

 

 

Figure 10: Temperature distribution of a counter-current heat exchanger  
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Figure 11: Temperature difference distribution of a counter-current heat exchanger  

 
Figure 12: Spatial convergence study of a counter-current heat exchanger  
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4 	
  Demonstration	
  Simulation	
  of	
  ABTR	
  	
  
A typical SFR model based on the ABTR conceptual design was developed to examine 

the primary system simulation capabilities in the SFR Module in FY13. Both steady state and 
Protected Loss-Of-Flow (PLOF) transient were simulated. However, the effort in FY13 was 
focused on the development and performance of the ABTR simulations with Components 
using conservative variable based flow model.  

In FY14, the focus shifted to develop integrated-physics components using the primitive 
variable based flow model. Results demonstrate that the primitive variable based flow model 
has superior convergence performance compared to the conservative variable based flow 
model for incompressible flows.  The ABTR PLOF transient was used again as the test case.  

4.1 Model	
  Description	
  
The detailed design parameters of the 250 MW pool-type ABTR can be found in Ref. [8]. 

The primary system is configured in a pool-type arrangement with the reactor core, primary 
pumps, intermediate heat exchangers, and direct reactor auxiliary cooling system heat 
exchangers all immersed in a pool of sodium coolant within the reactor vessel. Figure 13 
shows the schematics of the ABTR model analyzed with the SFR Module. The primary 
coolant system consists of the downcomers (pump outlet and pump discharge), the lower 
plenum, the reactor core model, the upper plenum, and the intermediate heat exchanger. Five 
CoreChannels (flow channels with heat structure attached to each of them) were used to 
describe the reactor core. LiquidVolume components are used to represent the cold pool and 
the upper plenum. Both are connected to a CoverGas component. Different components are 
connected with Branches. The intermediate loop, the secondary loop, and the DRACS loop 
are modeled with great simplicities. Single-phase counter current heat exchanger models are 
implemented to mimic the function of the intermediate loop heat exchanger (IHX), DRACS 
heat exchanger (DHX), and secondary loop heat exchanger (SHX) to transfer heat among the 
primary, intermediate, secondary, and the DRACS loops. The geometric data of the multi-
channel core and non-core components are Identical to the FY13 model. 
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Figure 13: Schematics of the test ABTR model 

4.2 Accident	
  Sequences	
  
The basic accident sequence analyzed here is the loss of normal power to the reactor and 

intermediate coolant pumps, with failure of the emergency power supplies. The result is a loss 
of forced flow in the primary and intermediate coolant circuits. In addition, it is assumed that 
heat removal at the power cycle heat exchanger ceases, so that the only heat removal path is 
through the emergency direct reactor auxiliary cooling system (DRACS). It is assumed that 
the reactor safety system acts as designed to insert control rods and reduce reactor power 
immediately to decay heat. This sequence is called the protected loss-of-flow (PLOF) 
accident. 

The natural circulation DRACS is simply modeled as a heat exchanger in this 
demonstration problem. The inlet flow rate, inlet temperature, and outlet pressure are fixed at 
the secondary side as boundary conditions. The DRACS is designed to remove 0.5% of full 
power (1250 kW) at normal operating temperatures assuming failure of one DRACS unit.  

The initial condition for the accident sequence is normal operation at full power and flow. 
With the loss of pumping power, flow in the primary circuit coasts down according to the 
spinning inertia of the pumps and motors. Following flow coast down, natural circulation 
flow is established. With the loss of power, forced flow in the intermediate coolant system is 
also lost. The intermediate heat transport system (IHTS) is alternately a heat sink or source in 
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the accident sequence, depending on its temperature and the primary system temperature at 
the intermediate heat exchanger. During the transient, flow in the IHTS may reverse, 
depending on transient temperature conditions.  

In the PLOF sequence, the absence of normal shutdown heat removal through the reactor 
coolant system causes a slow system temperature rise following the reactor scram. This 
temperature increase occurs because the DRACS has insufficient heat removal capacity to 
overcome both the early decay heat production rate and the stored heat in the primary and 
intermediate systems. Eventually, the decay heat falls below the DRACS capacity, and the 
system temperature declines. 

4.3 Simulation	
  Results	
  	
  
Similar to the FY13 model, the reactor power and primary pump head history from 

SAS4A/SASSYS-1 simulation results, shown in Figure 14, were used throughout the 
simulated PLOF transient. The pump in the intermediate loop is assumed to have the same 
coast-down characteristics. Both pumps were assumed to completely stop at about 420s.  

 
Figure 14: Normalized power and pump head history during PLOF  

Results from analysis of the early part of the PLOF transient, during the pump coast down 
and transition to natural circulation, are shown in Figure 15-Figure 18. The normalized core 
power and flow rate are shown in Figure 15. This transient is initiated by a complete loss of 
forced coolant flow in the primary and intermediate loops. Both the primary and intermediate 
pumps are designed with sufficient flow inertia and cease operation at about 420 seconds after 
the start of the transient, leading to a transition to natural circulation. Immediately after the 
transient initiated, the reactor control system scrams the reactor, and then the reactor power is 
shortly reduced to decay heat. It is found in Figure 15 that the transition to natural circulation 
flow is very smooth. The power to flow ratio during the transient is actually always less than 
that of normal operating conditions, which assures that the safety of the reactor core during 
the transient. The core flow rate from FY13 simulation using components based on density 
based flow model is also shown in Figure 15. Almost identical flow rates were predicted for 
both pump coastdown phase and natural circulation phase. However, the simulation time for 
the 1000 second transient is significantly reduced from ~2 hours to ~8 minutes.  
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Figure 16 shows the flow velocities in all core channels during the transient. Similar 
behaviors are found, and the establishments of the natural circulation flows occur at the same 
time for all channels. Figure 17 shows the DRACS heat removal and the IHX heat removal 
rates. When the transient is initiated, the secondary side of the DRACS heat exchanger is 
assumed open immediately, permitting the DRACS to operate at its full capacity of removing 
0.5% nominal power. As the cold pool temperature rises, DRACS heat removal capacity will 
increase accordingly. The loss of heat removal to the balance-of-plan is also assumed 
immediately after the transient by setting the flow in the secondary side of the secondary heat 
exchanger to zero. The heat removal rate from DHX is far less than the reactor decay heat 
power at the end of 1000 seconds. The DRACS heat removal capacity will equal the decay 
heat at about 5 hours into the transient. The heat removal rate from IHX is also shown in 
Figure 17. In spite of the very simplified model of the intermediate loop, it behaves alternately 
as a heat sink or source during the transient, depending on its temperature and the primary 
system temperature at the intermediate heat exchanger. This behavior is expected in the 
ABTR IHTS design for these transient boundary conditions. 

The temperatures at the core inlet plenum, outlet plenum, and the cold pool are shown in 
Figure 18.  Shortly after the transient, the only heat removal is through the DRACS. The rapid 
reactor power decrease due to the scram initially lowers the coolant and fuel rod temperatures 
in the core, and then the hot pool temperature. Then the drop in core flow due to the pump 
coast down and the increase of the core inlet temperature leads to the temperature rise in core 
and the hot pool. The cold pool temperature rises during the whole transient because the hot 
coolant continues entering the cold pool from the IHX outlet, and the heat removal from the 
DHX is not enough. This will continue until the DRACS heat removal capability becomes 
equal to the decay heat production, which will occur at about 5 hours. After that, the cold pool 
temperature will decrease as the whole system cools. The inlet plenum temperature response 
follows the similar trend of the cold pool temperature response, but with some delay.  

This demonstration simulation focuses on the early stage of the PLOF transient. It is 
confirmed that major physics phenomena in the primary coolant loop during the transient can 
be well captured by the updated SFR System Analysis Module using the primitive-variable 
based flow model, and that the new flow model can significantly improve the code 
convergence speed for incompressible thermally expandable flow systems.  
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Figure 15: Normalized power and core flow during the PLOF transient 

 
Figure 16: Core channel flow velocities during the PLOF transient 
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Figure 17: Heat removal rate from IHX during the PLOF transient 

 
Figure 18: Pool temperatures during the PLOF transient 
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5 Simulation	
  of	
  EBR-­‐II	
  SHRT-­‐17	
  Test	
  
The EBR-II shutdown heat removal tests, carried out between 1984 and 1986, provide 

unique passive safety demonstration data that are critically important for validation of safety 
and systems analysis tools used to support fast reactor research and development programs in 
the U.S. and elsewhere. As a means of supporting international passive safety evaluation 
activities for fast reactors, two of the tests in the EBR-II Shutdown Heat Removal Test 
(SHRT) program have been selected as an IAEA coordinated research project (CRP) aimed at 
improvements in design and simulation capabilities of fast reactor analysis codes from around 
the world.  

The benchmark specifications [17] for both the SHRT-17 protected and SHRT-45R 
unprotected loss-of-flow tests are available to CRP participants. However, some SFR specific 
reactivity feedback mechanisms, such as the radial and axial core expansion, control rod drive 
line expansion, etc., can not yet be modeled in the SFR System Analysis Module. Therefore, a 
simplified version of the protected SHRT-17 test will be modeled in which the power and 
pump head histories are defined as input to the model.  

5.1 Model	
  Description	
  
SHRT-17 is a protected loss of coolant flow test starting at steady state operating 

conditions. The test involved a complete loss of all pumping power to the plant while 
operating at full power and flow, followed by a scram. The sodium coolant was under forced 
convection flow while the plant operated in steady state. Once the loss of flow transient 
began, forced convection flow continued while the pumps coasted down. After the pumps had 
stopped, the flow transitioned to natural circulation. The system then relied upon natural 
circulation to remove residual heat from the core. 

The detailed design parameters of the 62.5 MWth pool-type EBR-II can be found in Ref. 
[17]. The primary system is configured in a pool-type arrangement, with all major primary 
system components submerged in the primary tank. Two primary pumps drew sodium from 
this pool and provided sodium to the two inlet plena for the core. Subassemblies in the inner 
core and extended core regions received sodium from the high-pressure inlet plenum, 
accounting for approximately 85% of the total primary flow. The blanket and reflector 
subassemblies in the outer blanket region received sodium from the low-pressure inlet 
plenum. Hot sodium exited the subassemblies into a common upper plenum where it mixed 
before passing through the outlet pipe into the intermediate heat exchanger (IHX). The pipe 
feeding sodium to the IHX is referred to as the ‘Z-pipe.’ Sodium then exited the IHX back 
into the primary sodium tank before entering the primary sodium pumps again.  

An EBR-II model, similar to the SAS4A/SASSYS-1 described in Ref. [17], has been 
developed for SHRT-17 benchmark simulation, as shown in Figure 19. To simplify the input 
preparation and for preliminary runs, flow leakages and the auxiliary pump are not modeled. 
All subassemblies are lumped into one of three core channels, namely Channel A (inner core), 
Channel B (outer core), and Channel P (peak) which receive 94.54%, 5.41%, and 0.4572% 
respectively of the total power of 57.3 MW prior to the transient. The three channels represent 
driver, reflector and blanket subassemblies, respectively with geometry information specified 
in Ref. [17]. The intermediate loop is modeled as the secondary side of the IHX, with the inlet 
flow and temperature through the transient provided as boundary conditions. 
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Figure 19: EBR-II Plant Model for SHRT-17 [17] 

 

5.2 Simulation	
  Results	
  	
  
Steady state simulation of the EBR-II model has been performed to assure the correct 

initialization of the operating conditions prior to SHRT-17 test. Orifice coefficients at the inlet 
plena are adjusted, and it is confirmed that the correct flow split (about 65.8 kg/s for the low 
pressure plenum and 389 kg/s for the high pressure plenum) has been achieved between the 
inner and outer inlet plena. The temperature distribution of the primary heat transport system 
is shown Figure 20, and selected locations are plotted in Figure 21. It is clearly shown that the 
model approaches steady state after 150 seconds while starting from uniform temperature and 
velocity conditions.  



Update	
  on	
  Developments	
  for	
  the	
  SFR	
  System	
  Analysis	
  Module	
  
R.	
  Hu	
  and	
  T.	
  H.	
  Fanning	
   	
   31	
  
	
  

	
   	
   ANL/NE-­‐14/9	
  

 
Figure 20: Temperatures distribution of EBR-II at steady-state 

 
Figure 21: Temperatures response during steady state initialization 

 

Similar to the ABTR PLOF simulation in Section 4, the reactor power and primary pump 
head histories are defined as input conditions for the EBR-II SHRT-17 model, as shown in 
Figure 22. Both pumps were assumed to completely stop at about 50 seconds.  
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Figure 22: Normalized power and pump head history during SHRT-17 test  

Simulation results of the SHRT-17 test are shown in Figure 23 - Figure 29. The 
normalized core power and flow rate are shown in Figure 23. This transient is initiated by a 
complete loss of forced coolant flow in the primary loop. The two primary pumps are 
designed with sufficient flow inertia and cease rotation at about 50 seconds after the start of 
the transient, leading to a transition to natural circulation. Immediately after the transient 
initiated, the reactor control system scrams the reactor, and then the reactor power is quickly 
reduced to decay heat. It is found in Figure 23 that the transition to natural circulation flow is 
very smooth. The transient response of the core flow in the simulation is similar to that from 
the experiment, although the magnitudes are slightly different. This is deemed acceptable 
because of all the simplifications used in the current EBR-II model. However, further 
investigations are needed to resolve or to better understand the causes of these differences.  

The core outlet temperatures and upper plenum temperature are shown in Figure 24. The 
transient responses of the core outlet temperatures in the simulation are very similar to the 
experiment. The rapid reactor power decrease due to the scram initially lowers the core outlet 
and then the outlet plenum temperature. Then the drop in core flow due to the pump coast 
down and the increase of the core inlet temperature leads to the temperature rise in core and 
the hot pool. Once the natural circulation flow is fully established and because the IHX heat 
removal is higher than the core power, the core outlet temperatures start dropping again. It 
should be also noted that the thermal couples in the upper plenum were concentrated in 
specific locations and complex geometry and flow pattern existed in the EBR-II core outlet 
plenum. Therefore, the average value of these measurements are not the real average 
temperature of the core outlet plenum [18]. 

The IHX Inlet temperature response during the transient is shown in Figure 25. Very large 
differences are found between the code predictions and the measurements. Additionally, it is 
also found that the IHX inlet temperature is significantly lower than the core outlet 
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temperature. It has been suspected that there may be significant amount of heat losses through 
the Z-pipe between the core outlet plenum and the IHX. Therefore, another simulation is 
performed by considering the maximum Z-Pipe heat losses (ignoring the insulation and 
sodium gaps). The effects of the Z-Pipe heat loss can be observed from Figure 25-Figure 27. 
While the IHX inlet temperature is only 1.5 degree lower than the core outlet plenum 
temperature under steady state full flow conditions, the IHX inlet temperature is significantly 
affected by the Z-Pipe heat loss due to the longer transit time in the Z-Pipe under low flow 
transient conditions, as shown in Figure 26. However, it does not significantly affect the 
natural circulation response of PHTS whether to include the Z-Pipe heat losses or not, as 
shown in Figure 27. Nonetheless, it is clearly shown that the measurement of the thermal 
couple at IHX inlet is questionable. It matches neither the trend nor the magnitude with the 
simulation results for both cases with or without Z-Pipe heat losses. The measurement data 
are much higher at the beginning of the transient, while much lower during the later part of 
the transient.   

Figure 28 shows the IHX heat removal rate during the SHRT-17 test. The IHX heat 
removal rate is significantly higher than the core power for the most of the test. This is 
expected since, unlike the ABTR PLOF transient, significant amount of flow rate were 
maintained for the intermediate heat transport system (IHTS) during SHRT-17 test. At the end 
of the 900-second test, the IHTS flow is still above 6% of the normal flow rate. The inner core 
and outer core flow rates are shown in Figure 29. It is clearly shown the flow reversal occurs 
for the average outer core channel between 60s and 130s. This is possible because the 
temperature in the outer core may be significantly lower than the inner core during certain 
period in the transient. Under natural circulation conditions, the differences in gravity head 
caused the flow reversal in the outer core and the pipes connected to the low-pressure inlet 
plenum. It can be confirmed that major flow responses in the primary coolant loop during the 
PLOF transient can be captured by the SFR Module simulation. A refinement of the EBR-II 
SHRT-17 model would include all leakages in the primary loop and a more detailed core for 
further EBR-II benchmark study.  
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Figure 23: Comparison of core flow rate during the SHRT-17 test  

 
Figure 24: Comparison of core outlet temperatures during the SHRT-17 test  
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Figure 25: Comparison of IHX Inlet temperature during the transient  

 
Figure 26: IHX inlet and outlet temperature responses, the effect of Z-Pipe heat loss 
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Figure 27: Core flow rate responses during SHRT-17 test, the effect of Z-Pipe heat loss 

 
Figure 28: IHX heat removal rate response during the SHRT-17 test 
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Figure 29: Inner and outer core flow responses during the SHRT-17 test 
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6 Summary	
  
A SFR System Analysis Module is currently under rapid development. Although it is a 

relatively new effort, significant accomplishments have been achieved. In FY14, the 1-D 
FEM flow model using the pressure-based based formulation with numerical stabilization 
schemes has been improved for use in the incompressible sodium flows. It is confirmed that 
the developed FEM flow model can be strictly verified, and that it performs very well for a 
wide range of flow problems, including density wave propagation where numerical instability 
and numerical diffusion can be eliminated by its second-order numerical accuracy in both 
space and time; steep gradient problems where steep gradient can be handled and only slightly 
smoothed; discharging between tanks where flow reversal and a wide range of flow 
conditions (convection dominant or not) are modeled; and the flow and heat transfer in a heat 
exchanger where the conjugate heat transfer problem is accurately solved in a fully-coupled 
fashion.  

A set of general and SFR-specific physics models and component has also been developed 
based on the pressure-based flow model. The simulation of the ABTR PLOF transient and the 
EBR-II SHRT-17 test has successfully demonstrated the SFR system simulation capabilities 
using the new set of Components, while also demonstrating its superior performance 
compared to the original density-based flow solver. The major physics phenomena in the 
primary coolant loop during the protected-loss-of-flow transients can be well captured during 
SFR System Analysis Module simulations. In the ABTR PLOF simulations, almost identical 
flow rates were predicted for both the pump coastdown and the natural circulation phases 
between the pressure-based and the density-based flow models. However, the computing time 
for the 1000 second transient is significantly reduced from ~2 hours to ~8 minutes with the 
pressure-based flow model. The transient response of the core flow in the simulation is also 
similar to that of the EBR-II SHRT-17 test, although the magnitudes are slightly different. 
Further investigations will be needed to resolve or better understand the causes of the 
differences between the simulation and experiment results. 

Continued developments will be focused on component designs and physics integration 
for SFR analysis, demonstration of code capabilities through simulations of SFR design base 
accidents or design extension conditions, and code verification and validation. Additionally, 
the integration with other high-fidelity advanced simulation tools developed under the 
NEAMS Program, such as Nek-5000, will be investigated to pursue a multi-scale multi-
physics simulation using the integrated NEAMS RPL tools. 
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