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[ would like to congratulate the entire staft of the Intense Pulsed Neutron
Source, past and present, on 25 years of outstanding achievement in creating
and operating what has become the nation's most reliable source of neutrons,
a mainstay of the accelerator community, and above all, a place where
outstanding science is done.

The first beam was delivered at Argonne’s Intense Pulsed Neutron Source in
1981. That tledgling tacility had been developed and built on an extremely
tight budget that was stretched by scavenging equipment from a
decommissioned accelerator. This determination to succeed, in combination
with pioneering work in spallation science, created the nation's first major
pulsed neutron source.

Outstanding scientific and administrative leadership under directors John
Carpenter, David Price, Gerard Lander, Bruce Brown, and Ray Teller added
an array of specialized concepts and instruments to create a leading national
user facility and an invaluable tool in conducting outstanding science in such
fields as physics, chemistry, materials science and biology.

Today, the IPNS sets the national standards for service and availability that
allow its users to maximize the effectiveness of their time there and to
conduct cutting-edge scientific research. The depth and breadth of the IPNS'
user community testifies to its success: More than 7,000 experiments have
been performed there by nearly 5,000 researchers from hundreds of
universities, government laboratories and industrial firms from the United
States and other nations. At the.same time, the IPNS has become the nation's
foremost facility for training scientists in the art of using neutron scattering
as a research tool.

Again, congratulations to everyone at IPNS on 25 successful years! All of us
at Argonne National Laboratory and everyone in the community appreciate
the job you have done so well. During the coming years, we look forward to
maintaining these high standards of excellence, and we anticipate that the
[PNS will be a continuing source of outstanding scientific achievement.

i B,

Robert Rosner
Director
Argonne National Laboratory



Foreword

The 25th Anniversary Edition of the IPNS Progress Report is being published in recognition of
the Intense Pulsed Neutron Source’s first twenty-five years of successful operation as a user
facility.

For this report, authors were asked to prepare articles that highlighted recent scientific
accomplishments at IPNS, from 2001 to present; to focus on and illustrate the scientific advances
achieved through the unique capabilities of neutron studies performed by IPNS users; to report
on specific activities or results from an instrument; or to focus on a body of work encompassing
different neutron-scattering techniques. Articles are also included on the accelerator system,
instrumentation, computing, target, and moderators.

A list of published and “in press” articles in journals, books, and conference proceedings,
resulting from work done at IPNS since 2001, was compiled. This list is arranged alphabetically
according to first author. Publication references in the articles within this report are listed by last
name of first author and year of publication. Other references not part of the IPNS publications
list are listed at the end of each article.

From the startup of IPNS in 1981, our goal has been the optimization of research opportunities
for the neutron user community. IPNS has led the world in many of the important developments
at spallation neutron sources. We are playing a major role in the development of the target,
moderator, and instrument systems for the Spallation Neutron Source (SNS), the world’s most
powerful future neutron source.

The accomplishments described in the pages of this report are a tribute to the people who work
at IPNS. Our enviable record of accelerator performance and scientific and technical
achievements could not have been sustained without the hard work and dedication of all
members of the IPNS team. We are proud of the accomplishments at IPNS over the past twenty-
five years and look forward to a productive future.
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Introduction

Raymond G. Teller, Director

In August 1981, the proton beam from the rapid
cycling synchrotron (RCS) was first delivered to the
Intense Pulsed Neutron Source (IPNS) neutron scattering
target and now, in June 2006, it is with great joy that we
celebrate the impending 25" anniversary of this event.
This edition of the IPNS Progress Report will focus on the
development and scientific accomplishments of the past 5
years, since our last Progress Report, but with some
mention of the 25 years of IPNS experience.

It is appropriate at this anniversary date to recall some
of the more significant historic events that have led to the
present IPNS and discuss some of the plans that will lead
to even more successes. Below is a brief chronology that
captures some of the developments of IPNS.

8/4/81 - First beam delivered to the neutron scattering
target

6/10/84 - IPNS produced its one billionth neutron pulse

1/10/85 - Installed world's first solid methane
moderator

6/30/87 - 1000th experiment performed at IPNS
9/19/87 - IPNS produced its two billionth neutron pulse
11/20/91 - 2000th experiment performed at IPNS

4/17/04 - IPNS produced its eight billionth neutron
pulse

8/19/05 - 7000th experiment performed at IPNS

During the past 5 years, several significant source and
instrument developments have taken place. Most of these
are discussed in more detail elsewhere in the report, but
three of the ones most visible to users are mentioned here.

Revitalization of IPNS Accelerator Systems To
Ensure Reliable Operation

A third rf cavity and amplifier system has been
completed and is in operation. The original two cavities
could provide about 22 kV/turn of rf voltage at the bunch-
rotation frequency that varies from about 2 to 5 MHz
during the acceleration from 50 to 450 MeV. This new
system will add second harmonic rf (4-6 MHz) during the
capture and early acceleration process, reducing capture
losses by a factor of 2 to 3. It will then be switched back
to the same frequency as the existing systems to increase
the kV/turn during the mid-point of the acceleration
cycle. This additional fundamental voltage will provide
improved bunch handling and should assist in suppressing
the beam instabilities that presently limit current in the
synchrotron.

Upgrades of IPNS instruments continue
The IPNS continues to make major instrument
upgrades to maintain world class science capabilities for
US users 1) More than one half of the user instruments

have been migrated to a new data acquisition system that
enables faster and more flexible data binning, 2)
installation of neutron guides and frame definition
choppers has boosted flux on sample for some
instruments by 2-20 times and 3) improved detectors and
collimation and larger detector coverage have
significantly reduced the time required to collect neutron
data, enabling parametric studies.

GLAD - Glass Liquid and Amorphous Materials
Diffractometer: Radial collimators were installed in
FY02 and the in-line horizontal and vertical Soller
collimators were replaced with a coarser honeycomb
collimator in FY06. The result was a three fold increase in
flux on the sample with a negligible change in
background level. In FY05 and FY06 new GLAD data
analysis software was written in ISAW, reducing data
processing times from hours to minutes. The pixel-by-
pixel analysis has extended the low-Q limit of GLADs’
already wide Q range to Quin=0.175 A" (Quax=40 A™).
Considerable effort has also gone into the development of
sophisticated neutron sample environment equipment on
GLAD, including aerodynamic levitation, piston anvil
pressure cells and containment of corrosive liquids.

GPPD - General Purpose Powder Diffractometer: By
moving GPPD from 20 to 25 m and fully equipping it
with a neutron guide and extended groups of detectors,
intensity gain factors of 6-15 have been achieved, with no
loss in resolution. The T, and frame-definition choppers
allow routine measurements with wavelengths up to 8-10
A. Conversion to a new data acquisition system (DAS)
completed the upgrade of this instrument.

In its final form this instrument is truly optimized for
the IPNS source. It is an excellent instrument for in situ
diffraction experiments where good instrumental
resolution is required, as well as conventional diffraction
experiments where subtle crystallographic features must
be resolved. This instrument, with a cold liquid methane
spectrum further “cooled” by a neutron guide and
wavelengths up to 10 A, is now well suited to large-cell
crystallography problems. In these applications there is a
premium on good resolution at large d-spacings. This can
is accommodated with high-angle detectors using long
wavelength neutrons.

MISANS — Modulated Intensity Small Angle Neutron
Spectrometer: The development of this unique hybrid
small angle scattering instrument — having the ability to
monitor both structure and dynamics — that takes
advantage of the spin precession of the neutron in
magnetic fields is ongoing at IPNS. This instrument will
provide unique measuring capabilities for nanoscience.
The MISANS instrument takes advantage of the Neutron
Resonance Spin Echo technique (NRSE) to provide an
extremely high degree of energy resolution without
sacrificing intensity like in other quasi-elastic neutron



techniques. Successful tests of MISANS were conducted
at IPNS in 2005, representing the first demonstration of
this technique at any pulsed source in the world. Since
NSE spectrometers would hugely benefit from the broad
wavelength band and the time structure of every neutron
pulse, several attempts, most of them led by IPNS
scientists, are under development worldwide in order to
adapt this technique to a modern pulsed neutron source
such as the Spallation Neutron Source (SNS).

POSY I - Polarized Neutron Reflectometer: An XYZ
cryomagnet has been installed which allows the magnetic
field to be directed in any spatial direction. The maximum
fields are 0.8T, 0.8T, and 2T. A wide angle polarization
analyzer, which allows simultaneous polarization analysis
of both the specular as well as the offspecular reflection,
has been installed. The analyzer covers a solid angle that
matches that of the position sensitive detector.

QENS - Quasielastic Neutron Spectrometer: A
supermirror guide in the incident beam was successfully
installed in the summer of 2003 resulting in a ~2.5-fold
increase of the flux of long-wavelength neutrons at
sample. The net effect, coupled with the upgrade of
detector arms already completed, is a data rate gain factor
of >30 and the ability to collect data simultaneously for
all Q values. This major increase in data rate has allowed
new science to be done on QENS. The ability to collect a
complete data set in less than 1 hour (much less in some
cases) means that it will now be practical to obtain a
detailed map of the behavior of a chemical system as one
or more external parameters (e.g., temperature, partial
pressure, composition) are varied. It will also be possible
to follow the progress of chemical reactions and phase
transitions in real time.

SAND - Small Angle Neutron Diffractometer:
Conversion to the new data acquisition system (DAS) on
the SAND instrument during FYO04 has enabled
simultaneous measurement of high quality low Q data
using the position sensitive area detector and the high
resolution diffraction data extending to a dy, of 1 A with
the wide angle bank of linear position sensitive detectors.
This feature of providing scattering data in a wide Q
range of 0.0035 to 6 A in a single measurement at higher
resolution makes SAND unique in the world, as systems
that undergo phase separation and crystallization can be
probed in situ in a single setting. During FYO07, we
propose to develop a T, chopper and replace the
cryogenic MgO single crystal filter in order to increase
the flux at the short wavelength region for the
measurement of the diffraction data.

SCD - Single Crystal Diffractometer: — The SCD
instrument was completely upgraded by replacing the old
detector and data acquisition system with two new
position-sensitive area detectors and with a completely
new data acquisition system. The new detectors are
smaller and more compact, such that the total solid angle
is twice as large compared to before the upgrade. This
permits data collection in half the time than previously

required. In addition, the new data acquisition system is
capable of handling larger histograms permitting larger
range of wavelengths (0.5-10.0 A) at higher resolution
(AMA = 0.01) in one measurement. An optical table has
been installed upstream from the sample for test of a
compact helium-3 polarizer. Accompanying the hardware
upgrades, new software based on ISAW has been
developed for data display and analysis.

SEPD - Special Environment Powder Diffractometer:
The conversion to the new data acquisition system (DAS)
and installation of linear position sensitive detectors
(LPSD) in the forward scattering directions has improved
the data quality for powder diffraction from SEPD by
reducing the geometric instrument broadening at low
angles and allowing for a data binning scheme that closely
matches instrument resolution. A 7 Tesla superconducting
magnet system was installed and tested in FYO5, which
promises to bring new capabilities for studies of magnetic
materials.

The IPNS neutron-generating target

Through the combined efforts of three divisions at
Argonne, a rebuilt neutron scattering target has been
completed and is in use at IPNS. The project was a close
collaboration of IPNS engineering and operations, CMT
and PFS personnel. The rebuilt target was assembled from
usable uranium discs removed from old IPNS targets, a
method which has resulted in substantial cost savings.
Successful commissioning of a new IPNS target from
recycled disks recovered from end-of-life targets has
provided a cost effective alternative to the construction of
entirely new IPNS targets and enables IPNS operations
for an additional six years. The additional results of this
project were a cost deferment of $1M and the reduction of
$10K in radioactive waste disposal cost.

This effort led to IPNS being the recipient of the DOE
Spirit Award for waste minimization and pollution
prevention and, in addition, IPNS was cited with an
Office of Science “Notable Practice” for this work in a
letter from Energy Secretary Bodman.

Operations at IPNS continue to be outstanding

For the last five consecutive years IPNS has exceeded
its goal of offering at least 95% reliable operations. This
is a remarkable achievement and sets the standard by
which other accelerator-based neutron facilities can be
judged.

Nuclear Historic Landmark

At their November 2001 meeting in Reno, Nevada, the
American Nuclear Society (ANS) announced the
designation of Argonne’s Intense Pulsed Neutron Source
as a Nuclear Historic Landmark. IPNS celebrated this
significant event on Monday, May 13, 2002. ANS
President, Dr. Gail Marcus, formally presented the award.
Attendees included important contributors to the
development of IPNS, and others holding stake and
having interests in IPNS.



Interactions with the Spallation Neutron Source
(SNS)

IPNS will continue to play a critical role as the
community prepares for the unprecedented scientific
capabilities of the Spallation Neutron Source (SNS),
which is preparing for proton beam on target as I am
penning this introduction. Jack Carpenter (IPNS
Technical director) has been a senior advisor for the
Experimental Systems and has had a major role in the
development of the target/moderator and instrument
systems. Early in the construction of the SNS, IPNS also
had the lead responsibility for the instruments at the SNS.

After departure of the SNS instrument team to Oak
Ridge, IPNS personnel have continued to stay heavily
involved in developing instruments at SNS. In addition to
participating in development teams of numerous
instruments currently under construction there, IPNS
personnel have spearheaded efforts for several novel
instruments. These instruments are: MaNDi, the
Macromolecular Neutron Diffractometer that is expected
to revolutionize the structural biology field by finding the
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locations of hydrogen atoms in macromolecular
structures; USANS, an Ultra-Small Angle Neutron
Scattering instrument capable of characterizing structures
in the 5 to 10,000 nm range; MISANS, a sister instrument
similar to that described above with extended q and w
ranges; and Topaz, a single crystal diffractometer that will
revolutionize small molecule single crystal neutron
diffraction.

We are proud of the accomplishments at IPNS over
the past twenty-five years and look forward to a
productive future. IPNS has led the world in many of the
important developments at spallation neutron sources and
we continue playing a major role in the world’s most
powerful future source, the SNS. This enviable record of
accelerator performance and scientific and technical
achievements could not have been made without the hard
work and dedication of all members of the IPNS team. It
has been a pleasure and honor to work with this group and
I am certain that there are many successes ahead for
IPNS.
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SINGLE CRYSTAL DIFFRACTOMETER (SCD)

A.J. Schultz, P. M. De Lurgio, J. P. Hammonds, M. E. Miller, 1. Naday,
P. F. Peterson, P. M. B. Piccoli, R. R. Porter, T. G. Worlton
Argonne National Laboratory

D. J. Mikkelson, R. L. Mikkelson,
University of Wisconsin-Stout

Abstract

During the past five years the SCD has undergone a
major upgrade involving replacement of most of the
hardware and software. In particular, two new position-
sensitive scintillator area detectors based on the Anger
camera concept were designed, fabricated and installed on
the SCD. Each of these detectors has active areas of 15 x
15 ecm® with a spatial resolution of better than 2 mm. A
new data acquisition system permits the use of larger data
files with a larger wavelength bandwidth at higher time-
of-flight resolution. Software developed with tools in the
ISAW workbench provides graphical manipulation of
three-dimensional arrays of data in histogram coordinates
and in reciprocal space, and user-friendly wizards for
routine data analysis.

Introduction

Since the early 1980°s with the advent of pulsed spalla-
tion neutrons sources, the single crystal neutron time-of-
flight (TOF) Laue technique has been shown to be a
highly useful tool in studies ranging from chemical struc-
ture and bonding to superlattice formation in high-7,
superconductors. As described in detail elsewhere [1-3],
the TOF Laue technique at a pulsed spallation neutron
source can gather data from a solid volume of reciprocal
space with a stationary sample and area detectors. The
IPNS single crystal diffractometer (SCD) became opera-
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Figure 1.
shielding.
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tional in 1981 with a neutron Anger camera which was
designed and fabricated at Argonne [4]. The detector,
with an active area of 30 x 30 cm® and spatial resolution
of ~3.5 mm, had performed well for over 20 years, but
relied on currently outdated analog electronics which
were becoming unreliable. A few years ago it was decided
to replace the original detector with two new 15 x 15 cm®
detectors with resolution of < 2 mm. At the same time, a
completely new data acquisition system was installed as
part of a general IPNS upgrade project.

Instrument Configuration

A schematic drawing of the instrument is shown in
Figure | and instrument parameters are provided in Table
1. This configuration is similar to the previous one except
that a single 30 x 30 cm? detector at 26 of 90° has been
replaced by two 15 x 15 cm?® detectors. These detectors
now sit on pedestals which are mounted on translators
with computer-controlled stepping motors to vary the
sample to detector distances. In addition, an aluminum
plate with a radial array of tapped holes permits the
detectors to be manually moved to other scattering angles
if required or to add additional detectors.

The detectors are at sample-to-detector distances on a
locus of equal resolution as described by Carpenter [5].

Table 1. Instrument parameters.

Moderator lig. methane at 105 K
Source frequency 30 Hz
Sample-to-moderator dist. 940 cm
Detectors:
Number of detectors 2
Detector active area 155 x 155 mm”
Scintillator GS20 °Li glass
Scintillator thickness 2 mm
Efficiency @ 1 A 0.86
Typical detector channels £ 100 x 100
Detector 1:
angle 75°
sample-to-detector dist. 23 cm
Detector 2:
angle 120°
sample-to-detector dist. 18 cm
Typical TOF range 1-25 ms
wavelength range 0.4-10 A
d-spacing range ~0.3-8 A
TOF resolution, At/t 0.01




Figure 2. Two photographs of the neutron Anger detectors. Left: front view with the scintillator and front
cover panel removed. Right: back view with side panels removed.

One of the detectors is centered at a scattering angle of
75° and a crystal-to-detector distance of 23 cm, and the
second detector is at 120° and 18 cm. With this arrange-
ment, each detector also subtends a similar solid angle in
reciprocal space, which results in a more efficient data
collection. The 22 settings are half of the number of
settings previously required with the larger detector at 32
cm, thus reducing the data collection time by a factor of
two.

Detector Design

In the original detector, four 15 x 15 cm” °Li-glass scin-
tillators were epoxied together to form a 30 x 30 cm’
active area [4]. Behind the scintillators was a light coupler
and then a 7 by 7 array of 2 inch square photomultiplier
tubes. The detector, which was rebuilt in 1993, worked
well for over 20 years although the seams where the four
scintillators were joined were clearly visible in the data.
In addition, the aging analog electronic components were
beginning to fail.

Photographs of the new detectors are shown in Figure
2. The detectors were designed to be smaller and more
compact, and with better spatial resolution than the previ-
ous detector, so that they could be situated closer to the
sample [6]. Thus, the two new detectors, each with an
active area of 155 x 155 mm’, provide twice the solid
angle coverage of the old 300 x 300 mm” detector. Spatial
resolution for the new detectors is ~1.5 mm. The new
design incorporates optimized optics with a 6 by 6 array
of 28 mm square small pitch photomultiplier tubes
(PMTs) coupled to tapered light concentrators which
reflect light to the photocathode of the appropriate PMT
that would otherwise fall between PMTs.

Also incorporated are newly developed software
controlled electronics and a new position extraction
algorithm (PEA) which achieves spatial resolution better
than 2 mm full width at half maximum over the entire
active area. The position is calculated in real-time by a

microprocessor using the new PEA which fits a two-
dimensional light spread function to the observed light
spread response of the PMTs to obtain parameters describ-
ing the event position. Essentially, the PEA provides an
analytical equivalent of a numerical maximum-likelihood
position determination for each event. This new method
improves the spatial resolution and uniformity of the
flood field response. The new PEA can determine the
position of events at the edge of the scintillator when a
portion of the light spread function falls beyond the edge
of the PMT array. The detector enclosure incorporates
attached shielding plates that minimize the surface area
needed to shield the detector.

Data Acquisition System

The old data acquisition system (DAS) utilized a DEC
MicroVAX computer. User control of starting and stop-
ping runs, scheduling runs, controlling stepping motors
and temperature, etc., was accomplished through Fortran
programs with line command input.

In the new system, the user computer is a PC running
the Linux operating system [7]. The EPICS control
system provides a graphical user interface (GUI) for
controlling the instrument hardware. In addition, run file
setup and visualization (see below) is performed using the
ISAW scripting language with GUI’s for input from the
user.

ISAW Developments for SCD Data

ISAW is the acronym for the Integrated Spectral Analy-
sis Workbench software developed at IPNS and at the
University of Wisconsin-Stout, with the support of the
National Science Foundation [8]. ISAW is constructed
from a large collection of individual components that
provide data access, analysis and visualization operations
for neutron scattering data. ISAW is implemented in Java
for portability and is freely available from the IPNS web
site at http://www.pns.anl.gov/, then click on Controls and
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Figure 3. A 2D slice through the data. The image shows
data from the two detectors from a single run file.
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ISAW is built around a few fundamental concepts,
DataSets, Operators, viewers and retrievers. "DataSet"
objects hold raw and partially processed collections of
spectra, along with meta-data needed for analysis of the
data, such as detector positions, initial flight path length
and sample orientation. A DataSet can be viewed in
several different ways using "DataSetViewer" objects.
Various data analysis steps can be carried out by applying
self-describing "Operator" objects to DataSets. These
individual steps can be invoked manually from the ISAW

GUI, or a sequence of operations can be carried out using
a script written in ISAW's scripting language or in Jython.
Sequences of operations can also be combined in a
Wizard to allow the user to adjust parameters and to step
forward or backward through a sequence of Operators.

To support the upgraded SCD, operators were imple-
mented to carry out essential analysis steps such as find-
ing, indexing and integrating peaks in the 3D data
volume. In addition, user-friendly Wizards were imple-
mented to help the user step through these operations.
Interactive viewers were designed and implemented to
display arbitrary slices through reciprocal space (Fig. 3)
and to provide a 3D view of reciprocal space (Fig. 4) to
help index twinned crystals and observe diffuse scattering.
Finally, a new calibration system was developed to adjust
instrument parameters such as the nominal detector posi-
tions, orientations and sizes.

Tutorial

A tutorial has been developed which leads the user step
by step through the data analysis from initial peak finding
and autoindexing to integration and data reduction, after
which the structure can be analyzed and refined with
programs such as GSAS and SHELX. The tutorial is
available for downloading along with the raw data files
(70 Mb) from a crystal of oxalic acid dihydrate from the
web site http://www.pns.anl.gov/instruments/scd/, then
click on Software and Procedures > Manuals, Users
Guides and Tutorials. A web version of just the tutorial
can be viewed online with a web browser. The tutorial is
continuously modified as additions and modifications to
the software are instituted. The SCD web site also
contains links to other useful information and software for
new and returning users.

Figure 4. The 3D reciprocal lattice view of data from several run files combined from a quartz crystal.
The left view is a perspective view of the reciprocal lattice. The right view is orthographic and also shows
the lattice planes from the FFT application.



Figure 5. Molecular structure of a molybdenum silylene
hydride complex with a three center Si-H-Mo bond (Mo,
blue; Si, red; H, gray; P, orange; C, green).

Recent Results

Several data collections and analyses have been
completed with the new upgraded SCD instrument and
software. In one example, the structures of two binuclear
nickel complexes with linear Ni-H-Ni bonds recently
derived from data obtained with the new system are
described by Vicic and coworkers from the University of
Arkansas in an accompanying article in this Progress
Report and in a publication of one of the molecules [9].

Another recent example is the structure of the molybde-
num silylene hydride complex shown in Figure 5 [10].
Just as the search for stable, multiple-bonded, transition
metal-carbon complexes (alkylidene complexes) was of
great interest for 20-30 years in investigations, Mork and
Tilley at the University of California at Berkeley have
recently been investigating complexes with multiple
bonding between silicon and transition metals. One of
these complexes, (CsMes)Mo(SiHEt,)(Me,PCH,CH,P-
Me,), was isolated, and its neutron structure provides a
snapshot of the intermediate in the oxidative addition of a
Si—H bond to a metal. The structure can be described as
having the form of a three-legged piano stool with one leg
consisting of a Si—H o-bond complex with the molybde-
num. The molecule formally contains a 16-electron
system in the absence of the Si—H o-bond interaction with
the metal center. As observed previously, formation of a
3-center, 2-electron, 6-complex bond achieves a stable 18-
electron configuration.

Summary

In summary, the IPNS SCD single-crystal neutron Laue
diffractometer has recently been upgraded with two new

position-sensitive detectors and new data acquisition
hardware and software. The improvements to the SCD
described in this article provide more accurate data in half
the time of the previous system. Additional detectors can
be added incrementally as permitted by funding and effort
resources.
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Abstract

The crux of modern thermoelectric materials is their
very low lattice thermal conductivities (&), and the origin
of the glass-like behavior of i in some highly crystalline
clathrates has been intensely discussed. Guest atom
tunnelling, resonant scattering, anharmonicity, and dis-
order has been used to explain the very low «i, but these
models all lack the ability to explain the fundamental
difference in x; between the almost identical crystal
structures of n- and p-type BagGa,¢Geso. Clathrates have
presented a particularly challenging case for studying the
relation between structure and property. In a series of
studies, we have used IPNS single crystal neutron
diffraction data to accurately establish crystal structures of
thermoelectric clathrates, and to quantify disorder, and
harmonic as well as anharmonic thermal motion contri-
butions.

INTRODUCTION

Thermoelectric materials had their main blooming in
the 50s, where many of the materials used commercially
even today were developed. Due to the discovery of
promising new materials, the scientific interest in TE
materials has been revitalized in recent years. These
materials are based on a design strategy named the
“phonon-glass — electron crystal” concept [1]. Briefly, this
means that a good thermoelectric should conduct heat like
an amorphous material and electricity like a crystal. The
basic hypothesis for the thermoelectric properties of the
new materials is that a semi-conducting host structure
results in a high Seebeck coefficient (S) and electric
conductivity (o), while extreme thermal motion of the
loosely bonded guest atoms gives a large reduction of the
thermal conductivity (x) through scattering of the heat
carrying phonons. This results in a large thermoelectric
“figure of merit”, ZT = TS*o/k. The two most studied
examples of the new host-guest thermo-electric materials
are skutterudites and inorganic clathrates.

Most studies of clathrates have concerned the type I
clathrate structure, (M2+)8HII6IV30, which can be formed
with a large number of elemental compositions (roman
numeral refer to group number in the periodic table), Fig.
1. There are many structural aspects, which are important
for understanding the thermoelectric properties of
clathrates. For the guest atoms it is especially the exact
position and the atomic motion that is of importance. In
other words, are the atoms located in the centers of the
cages or are they displaced towards the cage wall and
statistically disordered (static or dynamic) over several
sites? Are the atoms rattling with low frequency motion

that can hybridize with the acoustic phonons? How large
is the anharmonic contribution to the atomic motion?
With regard to the framework atoms, the exact positions
of the group IIl atoms in the framework can greatly
influence the thermoelectric properties [2]. This makes it
important to establish whether the group III atoms are
randomly distributed or prefer certain framework sites [3].
Furthermore, the overall stoichiometry of the clathrates is
decisive for the charge carrier concentration. In the case
of MgGaexGejpix clathrates, Ga > 16 gives a p-type
system, whereas Ga < 16 gives an n-type system [4, 5].
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Figure 1: The type I clathrate structure with the cubic
unit cell marked by a black solid line. Framework atoms
are located on 6C (light blue), 16i (dark blue) and 24k
(blue) sites forming two types of cages. The red cage is
surrounding an M1 guest atom on the 2a site, and the
larger blue cage surrounds an M2 guest atom on the 6d
site.

GUEST ATOMS

Chakoumakos et al. reported multi-temperature single
crystal as well as powder neutron diffraction data on
SrgGasGesy, which showed that the guest atom in the
large cage, Sr2, had unusually large Atomic Displacement
Parameters (ADPs) [6, 7]. The features of difference
Fourier nuclear density maps lead Chakoumakos et al. to
suggest a four site disorder model for Sr2. The complex
nature of the Sr2 atom in SrgGa;Gesq and of Ba2 in
BagGaGesy was also revealed by maximum entropy
method (MEM) analysis of single crystal X-ray data by
Bentien et al [3]. The advantage of the MEM electron
densities is that they are model free and the problem with



Fourier termination ripples is much reduced. However, a
direct plot of the thermally smeared electron density
distribution only showed a very diffuse M2 atomic density
with no “peaks” to define possible disorder. For this
reason Bentien et al introduced MEM deformation den-
sities which show the combined effects of chemical bond
deformation, charge transfer and structural disorder. The
analysis suggested that the disorder is more complex than
a four-site model, but similar for Sr2 and Ba2. However,
the inherent problem in X-ray analysis of disorder is the
superimposed diffuse features of the electron density
distribution, and such studies are best done with neutrons.
We therefore carried out a benchmark multi-tempera-
ture single crystal neutron diffraction study of BagGa;Si3o
[8]. Extensive data were collected at SCD at 15, 100, 150,
200, 250, 300, 450, 600, 900 K. In Fig. 2 the MEM
nuclear deformation density in the (100) plane of Ba2 is
shown at 15 K, 300 K and 900 K together with the total
MEM nuclear density at 15 K. The MEM nuclear density
is broad and centered at the center of the cage (lower right
in Fig. 2). The Ba2 nuclear density becomes much more
diffuse with increasing temperature, but there is no clear
evidence of disorder. However, just as the subtle details of
an electron density distribution are better revealed through
deformation densities, subtle disorder features are best
revealed by nuclear deformation densities. In the MEM
nuclear deformation density a reference model based on a
Ba2 atom centered in the cage has been subtracted from
the final MEM density. The map provides direct evidence
that the Ba2 atom in BagGa¢Si;g is either disordered or
exhibits high order anharmonic motion even at 15 K. The
data furthermore show that also the Bal atom in the small
cavity has disorder and/or anharmonicity even at 15 K

300 K

900 K

Figure 2: MEM difference densities, p(MEM) —
p(reference), in the (100) plane through Ba(2) in
BagGa6Sizo at 15 K, 300 K and 900 K The difference
densities are plotted on a logarithmic scale, 0.0125 x 2"
(N = 0,...,6), and solid contours are positive, dotted

contours are negative. The plot at the lower right is the
total MEM nuclear density at 15 K.

In two new IPNS SCD studies multi-temperature single
crystal neutron data have been collected on both p-type
and n-type BagGa;4Gesy [9]. Data were recorded to
extremely high resolution (dp;, < 0.25 A), and the non-
elliptical features obtained for Ba in BagGa;Si;, are also
observed for Ba in these two types of BagGa,sGesy struc-
tures. Another key result is that the p-type and n-type
BagGa,¢Ge; crystal structures are virtually identical, and
this seriously challenges current models for explaining the
glass-like x in some clathrates.

The disorder on the guest atom sites also can be probed
indirectly by modeling the temperature dependence of the
refined ADPs with an Einstein model,

2 ®
coth _E

2ka®E 2T

<u?>=d?+

In this equation, & is the Einstein temperature. Figure 2
shows the guest atom ADPs of BagGa,¢Sizy as a function
of temperature. A good modelling is only obtained if both
a disorder parameter (d) and a Gruneisen parameter yg is
included in the fit [8]. The latter can be done if the
temperature dependence of the cell volume is known so
that ©g(T) can be rewritten as Gc(To)(1-)6AV(T)/V(Ty)).
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Figure 3: Guest atom ADPs in BagGa;sSiz as a
function of temperature. In (a) U;; = Uy = Us; (O) is
plotted for Ba(1), and in (b) U, (0) and U,, = Us; (o) for
Ba(2).

It is interesting that higher values of the guest atom
resonance frequencies are obtained from diffraction



experiments and specific heat data on one side than from
inelastic neutron scattering, Raman spectroscopy and
acoustic attenuation on the other [10]. This discrepancy
has recently been explained by the presence of strong
phonon charge carrier scattering, which is also believed to
be the origin of the glass-like behavior of x[11]

To model anharmonic motion one can use the Gram-
Charlier expansion of the harmonic temperature factor
[12]. In X-ray structure factor refinements it can be dif-
ficult to separate anharmonic thermal motion from asphe-
rical bonding effects, and neutron data are therefore pre-
ferable.
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Figure 4: (a) The Uy = Uy = Uszs; anharmonic

Gram-Charlier parameter for Ba(l), (b) the cubic
anharmonic Gram-Charlier parameter for Ba(2), (c) the
U1 (0) and Uy,yy = Ussss (0) anharmonic Gram-Charlier

parameters for Ba(2). The lines represent a T> dependence
in (a) and (c), and a T* dependence in (b).

The Gram-Charlier expansion contains no explicit
model for the temperature dependence of the anharmonic
parameters, since they are not related to a physical model,
but merely mathematical parameters describing deviations
from a Gaussian distribution. In Figure 5 refined anhar-
monic parameters are plotted as a function of temperature.
For both Bal and Ba2, anharmonicity becomes visible
above 450 K. A T* dependence has been fitted to the cubic
parameter, whereas T° dependencies are fitted to the
fourth order parameters. Such temperature dependencies
are expected for anharmonic One Particle Potential para-
meters (see below), but not necessarily for Gram-Charlier
parameters [13]. Nevertheless, the fits are quite good, and
they isolate the 450 K point as an outlier. The values of
the anharmonic parameters are almost an order of magni-
tude larger than the anharmonic parameters observed in
metallic magnesium [14].

An alternative scheme for quantifying the anhar-
monicity is direct space fitting of the MEM nuclear den-
sities [8, 14]. The MEM nuclear density is proportional to
the nuclear probability density function (P(u)). If we
approximate the Ba2 guest atom as an Einstein oscillator
then, in the classical limit, P(u) is given by the Boltzman
equation P(u) = exp (-V(u)/kT), where V(u) is the one-
particle potential of the oscillator in the local displace-
ment coordinate U. If Ba2 is disordered at the 24j position
in the large cage, we can approximate the probability
density function as a weighted sum of the P(u)’s for each
disorder site, P(r) =P[V(ry, r2-4, r3-4)] + P[V(r, r+A4,
r;-A)] + PV(ri, -4, rs+A)] + PV(ri, rn+a, rs+4)],
where A models the off-center location. Taking the site
symmetry of Ba2 in space group 223 into account we
fitted a potential expression up to fourth order to the
MEM nuclear density.
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Figure 5: Fourth order anharmonic force constants for
Ba(2) in BagGamSim (51111 and 52222 = 53,333). The values
were obtained using the classical OPP model for least
squares fitting to MEM nuclear densities.

In Figure 5 the MEM derived fourth order anharmonic
parameters are plotted. As for the reciprocal space fitting,



the anharmonicity becomes significant above the Debye
temperature (387 K). The magnitude of the fitted
parameters is again much larger than parameters obtained
for metallic magnesium using the same approach [15]. It
is noteworthy that the refined disorder parameter, A, is
increasing with temperature, which means that the atoms
move closer to the framework at elevated temperatures.
This presumably is an effect of moving up in an asym-
metric potential.

FRAMEWORK

In MgGa,sGesq clathrates it is difficult to determine the
exact host structure due to the very similar scattering
powers of Ga and Ge for both X-rays and neutron. For
neutrons the scattering lengths are b(Ga) = 0.73 fm and
b(Ge) = 0.81 fm, whereas for X-rays the contrast is even
worse with Ga having 31 electrons and Ge 32 electrons.
In many crystallographic studies of Ga/Ge clathrates the
16 Ga atoms are assumed to be randomly distributed over
the 46 framework sites [6, 7]. However, early on MEM
analysis of X-ray diffraction data on SrgGa;sGe;y and
BagGa,sGes actually found a preference for Ga at the 6¢
site and that Ga avoids the 16i site [3]. This result was
later supported by the framework positions observed in
clathrates such as BagGa¢Sizp where the scattering con-
trast is much larger [8, 10]. More recently resonant
powder diffraction measurements on SrgGa;sGesp have
also supported the result of the MEM analysis but a
reliable quantitative assessment could not be given for the
host structure ordering [15]. Thus, refined occupancies
from the SryGa;sGes resonant powder diffraction data
sum to give a strongly p-type material for a crystal that is
n-type. The new SCD data on p- and n-type BagGa;sGeso
have very high resolution such that stable refinements of
occupancies can be carried out [9]. The refinements once
again support the Ga preference for the 6¢ site, but also
indicate that the framework is more ordered in n-type
BagGa,sGesg than in p-type BagGa,sGeso.
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Abstract

Single crystal neutron diffraction structures of
[(dippm);Ni;Br,](u-H) (1) and [(dippm);Ni:CL1(u-H) (2,
dippm =  bis(di-i-propylphosphino)methane)  were
obtained and detailed the first examples of linear M-H-M
bonding in simple dinuclear metal complexes.

Introduction

A number of years ago, the X-ray crystal structure of
the unsupported bridging hydride complex [HCry(CO);0]
was reported by Dahl and co-workers [2]. The position of
the bridging hydride could only be inferred to have a
linear relationship with the two chromium atoms based on
the D4y symmetry of the anion and the eclipsed positions
of the equatorial carbonyl groups. However, it was later
revealed by neutron diffraction that, because of the pres-
ence of a crystallographic center of inversion in the
middle of the anion, the hydrogen atom did not lie at the
predicted position but rather was disordered over two bent
Cr-H-Cr positions [1]. Low temperature neutron diffrac-
tion analysis of the [K(crypt-222)]" salt (which has no
symmetry-imposed restraints) later confirmed the bent
nature of the Cr-H-Cr bond [4]. Since then, a plethora of
neutron diffraction studies on transition metal hydrides
suggest that the M-H-M linkage is inherently bent [6,8]
(Table 1 shows the largest M-H-M bond angles thus far
reported in single hydrogen bridged systems). Here we
report two dinuclear nickel complexes, each containing a
single bridging hydride, that is found to lie co-linearly
with the two metal centers and shows no disorder in the
neutron diffraction studies.

Synthesis of Compounds

Compound 1 was formed unexpectedly in 48% yield by
the reaction of 1-adamantylzinc bromide with
(dippe)NiBr, according to the reaction described in eq 1
[10]. Because of the difficulty in preparing 1-adaman-
tylzinc chloride, an alternate method was developed to
prepare compound 2 (eq 2). Reaction of (dippe)NiCl, with
excess tributyltin hydride afforded 2 in only 22% [13], but
provided enough material for crystals suitable for neutron
diffraction.

Description of Structures

The ORTEP diagram of 1 is shown in Figure 1, and
clearly shows linear nature of the bridging hydride ligand.
Instead of adopting a conventional “A-frame” structure
that is normally seen in dimers containing the
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bis(dialkylphosphino)methane ligand [3], the geometry is
constrained with the two bromides occupying the end-
points of a linear axis. The Ni-H-Ni bond angle was found
to be 177.9(10)°, much larger than the previously reported
dinuclear metal complex having the largest bridging
hydride ligand (Table 1) [6,8]. Moreover, the structure is
dramatically different than that found for the closely
related compound [(depm),Ni,Cl](n-H)] (3, depm =
bis(dicyclohexylphosphino)methane), which has an M-H-
M bond angle of 128(8)° [14].

The difference in geometry between 1 and 3 prompted
us to prepare the chloride derivative 2 to see if electronic
effects were responsible for change to linearity in the Ni-
H-Ni linkage of 1. It seemed reasonable that electronic
differences between Cl and Br could effect the occupancy
of the Ni antibonding orbital, leading to stronger Ni-Ni
repulsions and a linear Ni-H-Ni bridge in the case of the
bromide analogue. However, since 1 and 3 contained

(@)

Figure 1. ORTEP diagram of 1 (50 % ellipsoids). All
hydrogens except the bridging hydride are omitted for
clarity.



Table 1. Largest M-H-M Bond Angles (°) Reported
for Bimetallic Compounds and Characterized by
Neutron Diffraction

Compound M-H-M < Ref.
1 177.9(10) this work
2 177.5(11) this work
[Cra(u-H)(CO) 1] [NEL] 158.9(6) [1]
[Cry(u-D)(CO),o][PPN] 155.8(9) [3]
[Cry(p-H)(CO) ;0] [K(C3H36N,05] 145.2(3) [4]
(CO)sRe(u-H)Mn(CO),Mn(CO)s 138.5(3) [5]
[W,H(CO)(][NEt,] 137.1(10) [6]
W,H(CO);NO[P(OMe);] 129.4(3) [7]
B-W,H(CO),NO 125.4(4) [9]
a-W,H(CO),NO 125.02) [9]
[W,H(CO);,][PPhy] 123.4(5) [']
[MoCp(CO),],H[PMe,] 122.9(2) '

different supporting ligands, it was necessary to prepare 2
to more rigorously rule out competing steric effects.
Figure 2 shows the ORTEP diagram of 2. The data show
that the change of the ancillary ligand from bromide to
chloride does not effect the preference of the bridging
hydride to be linear.

! A

Figure 2. ORTEP diagram of 2 (50% ellipsoids). Top plot
shows full structure. Bottom plot shows a side-on view
with all hydrogens except the bridging hydride omitted
for clarity.

So what are the forces responsible for the linear
geometry in 1 and 2? A reinvestigation of the structure of
3 by neutron diffraction techniques is currently being pur-
sued in order to determine what role the phosphine ligand

plays in this unique type of bonding. Perhaps the ability of
the i-propyl groups to interact with the halogen ligands
coaxes the geometry to be linear (Figure 3). Indeed, con-
tacts shorter than the sum of the van der Waals radii for C
and X were observed for both 1 and 2.

Figure 3. ORTEP diagram of 2 (50% ellipsoids)
showing the intramolecular H---Cl contacts.
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Abstract

The Jahn-Teller effect plays a pivotal role in determin-
ing the structures of copper(ll) and chromium(Il)
compounds, and may underlie the activity of the former
metal ion in high temperature superconductors and
biologically active molecules. The fact that the direction
of the Jahn-Teller distortion in the copper and chromium
ammonium Tutton salts may be switched by deuteration,
the application of pressure, or doping with zinc ions,
means that these compounds provide a unique opportunity
to study the interplay of electronic and crystal packing
forces in a Jahn-Teller system.

Introduction

The stereochemistry of Cu?' complexes is generally
interpreted in terms Jahn-Teller vibronic coupling, with
this being termed ‘dynamic’ when the geometry changes
as a function of temperature. The ammonium copper
Tutton salt (NH4),[Cu(H,0)6](SOy), is of particular inter-
est because on deuteration it adopts a structure (Form A)
in which the long axis of the Jahn-Teller distorted
Cu(D,0)¢>" ion oceurs to a different pair of water mole-
cules from those in the hydrogenous salt (Form B), with
the change being accompanied by slight alterations in the
hydrogen bonding and disposition of the counterions.
Moreover, both (NH4),[Cu(H,0)s](SO;), and its deuter-
ated analogue undergo a thermal equilibrium involving
the alternative direction of the elongated Jahn-Teller
distortion [1].

Pressure-Temperature Dependence

The present research has built upon the observation
using the IPNS SCD that the structure of perdeuterated
ammonium copper sulfate changes from Form 4 to Form
B upon application of pressure [2], the first known exam-

ple of such a pressure-induced Jahn-Teller switch. The
influence of pressure and temperature on the structural
phase transition of (ND4),[Cu(D,0)¢](SO4), has been
looked at in greater detail using pulsed neutron powder
diffraction on the SEPD and HIPD diffractometers [3,4].
At various temperatures between 260 K and 325 K the
compound was found to change from Form A4 to B as the
pressure was progressively increased from 1 to 700 bar,
with the pressure needed to cause the switch decreasing as
the temperature increased.

At 315 K and 325 K the structural change was gradual,
smooth and reversible. At lower temperatures the change
became sharp and below 307 K the pressure at which
Form B changed to Form A as the pressure was slowly
released was lower than that when the pressure was
raised, ie., a pressure hysteresis occurred. For tempera-
tures below ~298 K the sample remained 'frozen' in Form
B when the pressure returned to 1 bar. On slowly warming
a sample in this metastable state it changed to Form A4
between 296 K and 298.5 K.

As Form B is slightly less dense than Form A4, the unit
cell volume V" was found to decrease as the thermal equi-
librium developed. In the temperature range where the
pressure switch was sharp and shows hysteresis the phase-
change approximates to a first-order transition. The
enthalpy or latent heat AH of the transformation may then
be obtained from the rate of change of the pressure P as a
function of the temperature 7 via the Clapeyron equation:
dP/dT = AH/(T AV).

Substitution of the observed changes in unit cell
volume AV yields enthalpy changes decreasing from 259
em™ at 260 K to 29 cm™ at 303 K. The low-temperature
value is consistent with estimates of the energy difference
between the two Jahn-Teller orientations of the
Cu(D,0)s*" ion [5]. The dramatic fall in AH as the
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Figure 1. The Jahn-Teller elongation of two trans Cu—O bonds (shown in red) in (ND4),[Cu(D,0)](SO4), switches by
90° with the application of pressure as observed by single crystal neutron diffraction [2]. The switch leads to a
cooperative structural phase transition transmitted by a hydrogen bonding network. At 303 K, hysteresis is observed by
following the changes in lattice constants by neutron powder diffraction [4].
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Figure 2. Pressure dependence of the unit cell c-axis at
various temperatures. Pressure was applied to samples
initially in Form 4. Note the hysteresis loop for the 303 K
data and that at temperatures of 298 K and lower the
samples remain in the B phase even after the applied
pressure was decreased to zero. Data at 50, 230 and 260 K
are not shown for clarity [4].

temperature increases is to be expected because the basic
structural difference between the two Forms decreases
with the development of the thermal equilibrium.

Partial Deuteration and Zn Doping

A second recent line of inquiry has involved the sensi-
tivity of the structure of (ND4),[Cu(D,0)6](SOs), to dop-
ing with other species. In an earlier study we found that
the structure does not change gradually from Form A4 to
Form B if deuterium is progressively replaced by hydro-
gen [6]. Rather, Form A is maintained until ~50% re-
placement, with Form B occurring for a lower fraction of
deuterium. Perhaps surprisingly, the position of the ther-
mal equilibrium was found to be unaffected by the sub-
stitution. The Cr(H,0)s> ion has a similar Jahn-Teller
distortion to the copper complex and it was observed that
(NH4),[Cr(H,0)6](SO4), switched from Form 4 to B when
22% of the Cr*" ions were substituted by Zn** [7]. An
investigation by X-ray diffraction suggested that a similar
change could be induced in (ND4),[Cu(D,0)6](SO,), by
substituting as little as 3.4% of the Cu®" sites by Zn*" [8].
The most recent SCD study confirmed this by examining
the structure of a single crystal of 3.4% Zn-doped
(ND4),[Cu(D,0)](SO4), by single crystal neutron dif-
fraction at 20 K [9]. The structure was found to be Form B
and within the limits of experimental uncertainty the
geometry of the Cu(D,0)>" ion was found to be identical
to that of the Cu(H,O)s>" ion in this Form in
(NH4)2[Cu(H;0)6](SO4);.  When in Form A4, the
Cu(D,0),>" ion has a slightly larger Jahn-Teller distortion
than the Cu(H,0)¢*" ion in Form B and it was suggested
that this might be due to an isotope effect [2]. The most
recent result implies that this is not the case, so that the
difference in distortion must be caused by an inequiva-
lence of the lattice interactions in the two Forms. In addi-
tion, the atomic displacement parameters for Zn-doped
(NDy4),[Cu(D,0)6](SO4), showed no evidence for disor-

der, in contrast to (NHy),[Cro78Zn922(H>0)6](SO4), at 15
K which indicated disorder for the aqua ligands [7].
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Abstract

Hydrogen storage in clathrate hydrates has recently
received increasing attention. Two hydrate systems
containing hydrogen were studied using powder
neutron diffraction: tetrahydrofuran-d8 (TDF) + D, and
cyclohexanone-d10 (CHone) + D,. The crystal
strucuture was determined to be sll for both systems.
This is the first crystallograpic evidence that CHone
forms sll. Additionally, a single guest hydrate is not
know to form with CHone. Therefore, to the best of our
knowledge, this is the first report of hydrogen
stabilizing a double hydrate, where a second guest is
required.

Observed Fourier maps were used to determine the
disordered guest locations. In both strucutres at 20 K,
the hydrogen was found to occupy the small (5%)
cavity of the sll hydrate with the nuclear density
centered in the middle of the 5% cavity. While further
model refinements are still in progress, D, occupancy
in the 5% cavity varied from around 0.5
molecules/cavity (0.5 wt%) for the CHone system, and
around 1 molecule/cavity (1.1 wt%) for the TDF
system. Also, the thermal expansity of the two hydrate
systems, which is greater than that of ice, was
measured over a range of 20-270 K for various
pressures up to 70 MPa.

INTRODUCTION

Clathrate hydrates are non-stoichiometric crystalline
inclusion compounds [1] composed primarily of water.
When combined with small (< 9 A), typically non-
associating, “guest” molecules at high pressures and
low temperatures, the “host” water crystallizes into
molecular cavities trapping the guest. Three common
crystalline phases form generally as a function of the
guest size: sl, sll, and sH. The smallest of hydrate
formers (H,, He) and larger molecules (C3Hg, THF)
form sll, a Fd3m lattice (a ~ 17 A). This structure has
two cavity types: eight 5 and sixteen 5'26* (X", where
X = vertices of a cavity face, Y = number of faces per
cavity). Molecules of in between sizes (CH,;, C,Hg)
form sl, a Pm3n lattice (a ~ 12 A). This structure also
has two cavity types: two 5% and six 5'6% The
structure containing the largest of guest molecules is
sH, where two molecules are needed to form this
Ps/mmm hexagonal lattice (a ~ 12.3, ¢ ~ 10.2 A). To
form sH, a large guest, such as methylcyclohexane,
must occupy the 5%6° cavity (one per unit cell)

combined with a guest that will fill the smaller 4°5°6°
(two per unit cell) and 5% (three per unit cell) cavities.

It is well-established that hydrates have the ability to
highly concentrate gas in the lattice. For example, this
high energy density material can store around 172
volumes of methane (STP) per volume of hydrate. The
concept of storing H, in hydrates was popularized in
2002 after spectroscopy work suggested quadruple
occupancy of the 5'26* cavity and double occupancy of
the 5 cavity in a sl hydrate [2]. This would provide a
material with slightly over 5 wt% storage of hydrogen.
Even after neutron diffraction studies showed that the
5'2 cavity was in fact only singly occupied [3],
suggesting a storage capacity of ~ 3.8 wt%, interest still
remained in this storage material whose only by-
product is liquid water. While storage in the pure
hydrogen hydrate has many advantages, high pressure
conditions are required to stabilize the material (200
MPa at 280 K [2]). This required pressure can restrict
the practical application of the pure H, hydrate as a
storage material. By the addition of stoichiometric (5.6
mol%) THF, we found that the necessary pressure
conditions can be reduced by about two orders of
magnitude [4] (6) MPa versus 200 MPa for the pure
hydrogen hydrate at 280 K). However, with this
reduction in pressure, there is also a reduction in
storage capacity, as THF occupies the 5'%6* cavities of
the sll hydrate.

Powder neutron diffraction has been successfully
previously used at IPNS [5-7] and elsewhere [3, 8-10]
to determine the position of disordered guest molecules
in the hydrate cavities, and to quantify the fractional
occupancy of guest molecules in the hydrate cavities.
In this study, we examine two systems:
tetrahydrofuran-d8 (TDF) + D, and cyclohexanone-d10
(CHone) + D,. In both systems, the change in lattice
parameter was determined as a function of pressure (up
to 70 MPa), for temperatures from 20-270 K. Also, the
position and an estimate of the occupancy of the D, in
the hydrate was determined.

EXPERIMENTAL

All measurements were performed using the General
Purpose Powder Diffractometer (GPPD) at IPNS at the
Argonne National Laboratory. All high pressure work
was performed in an aluminum pressure cell, described
elsewhere [5]. This cell was masked with cadmium to
reduce the contribution of the Al to the diffractogram in
the 90° detector bank. Due to background from the



pressure cell, for both systems, only data from the 90°
detector bank was analyzed.

Sample Preparation

TDF, D, hydrate

THF-d8 was mixed in a stoichiometric ratio (~5.6
mol%) with D,O and placed in a freezer at 253 K for
up to around 12 hours. A solid formed, which we later
confirmed to be TDF hydrate containing less than 1
wt.% |h. Pure TDF hydrate is stable at 281 K at
ambient pressure [11]. The TDF hydrate was then
crushed under liquid nitrogen, sieved to < 200 um, and
loaded into the pressure cell. The sample was then
pressurized with D, gas at 270 K and given time to
convert to the binary hydrate. After around two hours,
no further pressure drop was observed and the system
was assumed to be fully formed TDF + D, hydrate.

CHone, D, hydrate

Unlike the TDF system, there is no known pure
CHone hydrate, and a second guest is required to
stabilize the hydrate lattice. In order to form the
hydrate, CHone was added in a stoichiometric ratio
(~5.6 mol% for sll) with D,O in a container. This
solution was then shaken vigorously to emulsify the
immiscible CHone into the aqueous phase and then
quenched in liquid nitrogen. This ensured that the
CHone was distributed homogenously throughout the
sample. This frozen sample was crushed under liquid
nitrogen, sieved to < 200 um, and loaded into the
pressure cell. The sample was then pressurized at 160
K with D,, below the melting point of CHone (~220
K). The system was then slowly heated above the pure
CHone melting point. Upon melting the CHone,
noticeable hydrate formation was detected in the
diffractograms. The system was heated to 265 K and
left to convert further to hydrate. Formation was
determined by the decrease of the ice Bragg reflections
compared to the increase in reflections for sl hydrate.
After eight hours, 95 wt.% of the sample was sl with 5
wt.% Ih. Since no further change in the composition
was observed, the system was assumed to have reached
the maximum obtainable conversion.

Data Analysis

Rietveld analysis was performed using GSAS [12]
with EXPGUI [13]. Initial atom positions for the host
atoms in the sll hydrate were obtained from a previous
study of the THF + H,S hydrate [14]. The guests in the
5'%6" cavities were modeled using a spherical Bessel
function, similar to the approach taken by Mak and
McMullan [14]. In both cases, the effective radius of
the Bessel function was adjusted to ensure the
occupancy of the 5'%6* cavity refined to unity (cf. [10]).

Observed Fourier maps were used to determine the
location of the D, molecules in the 5% cavity. Fig. 1
shows a representative FOBS map for both systems, at
20 K, centered at (0,0,0). The D, molecule was
modeled as a D atom slightly offset in the 5% cavity,
similar to others modeling diatomic molecules in
hydrates [8].
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Figure 1: FOBS map centered at (0,0,0). D, nuclear
density is shown to be centered in middle of the 5%
cavity. Map size: 2 A center to edge, cavity atoms not
shown.

Additionally, Al (only present in the TDF system)
and Ih phases were included in the refinement. The sli
phase was found to contribute greater than 85% of the
overall amount of the phases present in both systems.
Using d-spacing data between 0.5 and 3.15 A, the
lattice parameter, host atom positions, isotropic thermal
parameters, peak profile, and guest occupancies were
all refined. Additionally, the background was modeled
for diffuse scattering contributions.

RESULTS AND DISCUSSION

TDF + D, System

Neutron patterns were collected over approximately
twelve hours. Fig. 2 shows a representative diffraction
pattern for the TDF + D, hydrate system.

1.0 15.0

5.0

0.0

Norm. count/musec

D-spacing. A

Figure 2: Diffraction pattern for TDF + D, hydrate at
20 K and 0.1 MPa.



For the 20 K data, the statistics obtained were wRp =
4.16% and %2 = 5.809. Using this current model, D,
occupancy was refined to around 1 molecule per 5%
cavity (Fig. 3). This is similar to the result obtained for
the pure D, hydrate system [3].

Figure 3. Representation of TDF-8/D, hydrate with 1
D, molecule per 5 cavity, and large cavity filled with
TDF-d8.

CHone + D, System

Neutron diffraction patterns were collected between
fifteen minutes and twelve hours. Fig. 4 shows a
representative diffraction pattern for the CHone + D,
hydrate system.

D—spacing. A

Figure 4: Diffraction pattern for CHone + D, hydrate at
20 Kand 0.1 MPa.

For the 20 K data, the statistics obtained were wRp =
5.36% and y2 = 4.566. CHone requires a second guest
to form. Because a double hydrate with CHone + D,
was formed, there is further evidence that hydrogen
behaves as any other hydrate guest. Therefore, there is
no reason not to expect a sH system to be possible with
hydrogen.

Two points of interest arose from the CHone + D,
system. Firstly, using this current model, D, occupancy
was refined to around 0.5 molecules per 5% cavity. We
found this result surprising. Unlike TDF, which exists
as a pure hydrate, D, is necessary to form a hydrate
with CHone. Therefore, one might intuitively expect
the occupancy to be greater in the CHone system
versus the TDF system. Further work is being

performed to determine the cause of this lower
hydrogen occupancy compared to the TDF system.

Secondly, the effective radius of the Bessel function
required to fit the CHone in the 56* cavity is less than
that for TDF. Because the CHone molecule is
physically larger than TDF, this may be an artifact of
the spherical Bessel function model used. We are
currently investigating the effect of using a rigid body
refinement to model the CHone and TDF molecules in
the 5'%6".

Lattice Parameters

The thermal expansivity of hydrates is known to be
greater than that of ice [15]. Lattice parameters for both
systems were determined as a function of temperature
from 20-270 K for various pressures.

Fig. 5 shows the changes in lattice parameter for the
TDF + D, system. Fig. 6 shows the changes in lattice
parameter for the CHone + D, system. Note that the
CHone system has a much larger lattice parameter
when compared to the TDF system. This is due to the
large size of the CHone relative to the 5'%6* cavity.
CHone is one of the largest known sll formers. Its size
causes the lattice volume to expand by over 4%.
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Figure 5. Lattice parameter versus temperature for the
TDF + D, system at various pressures.
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Figure 6. Lattice parameter versus temperature for the
CHone + D, system at various pressures.



CONCLUSIONS

Neutron diffraction was performed on two systems
containing hydrogen: TDF + D, and CHone + D,. In
both systems, D, was found centered in the 5% cavity at
the low temperature conditions. Initial refinements
show that the D, occupancy ranged from 0.5 to 1
molecule/cavity as a function of the second guest
molecule.

Lattice parameters for both systems show that the
size of the guest can have a significant effect of the size
of the lattice. In this case, there was over a 4% increase
going from TDF to CHone.

Further work on the refinements will be focused on
the model used for the large guest in the 5%6* cavity.
The results will be compared to that using the spherical
Bessel function approach for these disordered systems.

Overall, this work shows that more research is
needed to understand the behavior of hydrogen in
hydrates. As hydrogen storage materials, the systems
investigated in this study have storage capacities
between 0.5-1 wt% hydrogen. However, these results
could be used to provide new insight into the search for
other hydrate systems which can offer improved
storage capacities.
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1. Introduction

Ce0,-based solid electrolytes exhibiting good oxygen
ionic conductivities are of great interest for applications
in various electrochemical devices such as solid oxide
fuel cells (SOFCs), oxygen separation membranes, and
sensors, etc. [1-3]. Although ideal electrolytes are elec-
tronic insulators, the anode (fuel) sides of CeO,-based
electrolytes, when subjected to strongly reducing atmos-
pheres, will undergo Ce*" to Ce®" reduction resulting in
mixed-conducting properties. The exact extent of this
has not been fully understood, in particular in the pres-
ence of high oxygen partial pressure on the cathode (air)
sides of the electrolytes. Such an exact description of the
spatial distribution of oxygen vacancy concentration in
electrolytes/membranes is needed to develop a better
understanding (mechanical and electrochemical) of ionic
conducting ceramics as electrochemical devices [4].

Although several attempts have been made to derive
such a profile on the basis of defect chemistry models
(e.g. Duncan et al. [4], Atkinson et al. [5], and Godicke-

meier et al. [6]), independent experimental data are still
lacking to verify and examine these models. Neutron
powder diffraction has shown promise to elucidate the
profile of oxygen defect concentration V(x) in mixed
conducting ceramic membranes [7], and our previous
results suggested that the bulk materials studied (mem-
branes based on perovskite and related structures in the
Sr(La)-Fe-Co-O system) have a uniform oxygen vacancy
concentration corresponding to that in air, significantly
dropping near the reducing-side surface of the membrane
(i.e., V(x) = V(0) for 0 = x = L, and V(x)—V(L) as x—L,
where x=0 and x=L represent the air- and reducing-side
surfaces, respectively). Here we extend our previous
work to a pure ionic conductor (in air/oxygen atmos-
phere), and examine the V(x) profile expected to be quite
different than those of perovskite-derived membranes, as
suggested by Atkinson et al. [5].

The change in oxygen vacancy concentration following
the change in pO, is governed by the reaction between
the oxide and oxygen from the gas phase. Both surface-
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Figure 1. Schematic illustration of experimental set-up including sample holder with gold foil seals, EPICS control
of gas flows, and mass spectrometry sampling of exhaust gases.



oxygen exchange and bulk-oxygen diffusion are involved
in the defect transport, and identifying the rate-limiting
step is a prerequisite for improving the performance of
SOFC’s. We took advantage of the upgraded GPPD for
time-resolved diffraction studies exploring kinetic phe-
nomena. We are particularly interested in developing a
new method to study oxygen diffusion in Y-doped ceria,
consisting of determining the correlation between lattice
parameter and oxygen content - the most direct quantity
for macroscopic scale oxygen diffusion - after an abrupt
change in oxygen partial pressure.

Experimental

The CepsY (20195 sample was formed into a tube
about 3-inch long with wall thickness ~Imm in the man-
ner reported elsewhere [8], and loaded into a specially
designed sample holder, equipped with a device to pro-
vide a gas-tight seal between the electrolyte and the gas
handling system (described in more detail in [9]). The
pO, value on the reducing side was monitored with a
solid zirconia electrolyte oxygen sensor.

The required oxygen partial pressures for both sides of
the electrolyte were achieved by flowing gas mixtures
involving Air, Ar, CO,, CO, 1.2%CO/Ar, He and O,.
The conditions for measurements in pO, gradients are
described by pO,’ (inside) |CY20 electrolyte| pO,’’ (out-
side). Control of flow rates of gases were integrated into
the data collection software. An on-line mass spectrome-
ter was installed in the exhaust lines from the inside and
outside for leakage evaluation (leakage was determined
to be negligible) and gas composition analysis when nec-
essary. Data were recorded at 15-min intervals at 900°C
in the 26 = £90° detector banks, and Rietveld profile
analysis was performed with GSAS [10]. The experi-
mental set-up is illustrated in Figure 1.

Results and Discussion

Initial measurements were made in a static mode
where the gas mixtures on the inside and outside of the
tube were the same. At the completion of the static runs,
with pO, ~10"* atm (I) and ~10"® atm (II) (Fig. 2), data
collection was continued under pO, gradients by flowing
oxidizing gases (40sccm He and 10sccm O, pO, ~ 107
atm) (III) and less reducing gas (50 sccm He with O, <
5ppm, pO, ~ 107 atm) (IV) through the inside of the
electrolyte while the low pO, of ~10"® atm was main-
tained on the outside of the electrolyte. Sequential Riet-
veld analysis of diffraction data was performed in a simi-
lar fashion as described before [9].

As the electrolyte was exposed to reduced pO,, oxygen
sub-stoichiometry 0 was created in the structure (Fig. 3)
accompanied by chemically-induced lattice expansion
(Fig. 2). The refined lattice parameter and oxygen con-
tent follow an approximately liner relationship, with €./
of 0.08 (e.=Aa/a) (Fig. 4).

Since pO,-dependent ionic and n-type conductivity
have been well understood for doped ceria, some conclu-
sions on transport properties could be drawn from analy-
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Figure 2. Variation in lattice parameter with time during
progressive reduction in static mode (1) and (Il), and in
dynamic mode (III) and (IV).

sis of structural data for the electrolyte under pO, gradi-
ents. As pO, on the inside was increased from ~107'®
atm to ~10"7 atm (III), both the average lattice parameter
(Fig. 2) and oxygen non-stoichiometry (Fig. 3) were de-
creased to corresponding values similar to those observed
for pO, in the electrolytic region, suggesting that the
electronic domain at the reducing side (due to Ce*" par-
tial reduction) was at least partially suppressed by pO,' of
~10"7 atm on the oxidizing side of the electrolyte. How-
ever, as pO, on the oxidizing side was reduced to ~10~-
atm (IV), the average lattice parameter (Fig. 2) and d
(Fig. 3) subsequently increased to values corresponding
to the prevailing pO, of ~10"® atm in the electrolyte.
Therefore, the electrochemical properties of the electro-
lyte can be tuned by changing oxygen partial pressure on
the one side from electrolytic domain using the condi-
tions pO,’= ~10"7 atm |CY20| pO,"= ~10""* atm to elec-
tronic domain using the conditions pO,’= ~10>* atm
ICY20| pO,7=~10"" atm.

Oxygen diffusion Kinetics in CY20 electrolytes

A number of different techniques have been used to
study oxygen chemical diffusion kinetics in doped ceria
and related ceramic materials, including electrical con-
ductivity relaxation [11-13], gravimetric relaxation [14-
16], etc. In this work, oxygen diffusion was studied us
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Figure 3. Log(Aa/a) vs. log(pOy/atm) in low pO; regime

compared with straight line with slope of -'/,.
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Figure 4. Correlation between lattice parameter and
refined oxygen sub-stoichiometry 6 for CY20.

ing lattice relaxation, relying on the fact that the lattice
parameter is a direct measure of oxygen content based on
the linear relationship described above (Fig. 5).

The sample geometry is a thin hollow cylinder with
average inner and outer radii a=0.33 cm and b=0.44 cm,
respectively, and can be considered a planar sheet, with
sheet thickness b-a = 0.11 cm. Since the length is >> a
and b, diffusion along the length of the electrolyte can be
neglected. Oxygen diffusion coefficients were obtained
by fitting the lattice relaxation data using the Fick equa-
tion with appropriate boundary conditions and involving
both bulk diffusion and surface exchange kinetics [17]:

M, -M, _ N 2L exp(-B,Dt/1%) 0
M, -M, & B,(B, +L’+L)

where My, M,, and M,, are oxygen content values at t=0, t
and oo, respectively; | ihalf the electrolyte thickness (cm);
D the oxygen chemical diffusion coefficient (cm*s™); t
the diffusion time (s); s positive roots of ftanf =L, and
L = 1k/D; k the linear rate constant of oxygen exchange
(cm's™) and L a dimensionless parameter. Large values
of L correspond to bulk-diffusion-controlled and small
ones to surface-oxygen exchange-controlled processes.
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Figure 5. Experimental lattice relaxation data in terms of
fractional change of oxygen contents as function of time,
and fitted curve from which both surface exchange con-
stant and chemical diffusion coefficient were extracted.

Non-linear least-square fitting using equation (1) was
performed by varying only two parameters D and k, re-
sulting in D and k values for (I) and (II) (Fig. 5). The
obtained diffusion coefficients in the two relaxation runs
— Depem = 6.7x10° and 7.9x10™ em*-s™, Ko = 8.5x10°
and 10.0x10° cm-s™, for (I) and (II) respectively — indi-
cated that Dgyen increased with increasing pO,, while K,
remained basically unchanged. The surface exchange
constant becomes important at pO, of ~10"* atm. These
results are in good agreement with the literature [15,16].
Included in Fig. 5 are relaxation data for (III) and (IV)
with experimental data only; no attempt was made to fit
these data before finding the appropriate analytical solu-
tion to model chemical diffusion where the surface con-
ditions on the two sides of the membrane are different.
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Figure 6. Variation of Gaussian FWHM for (220) reflec-
tion obtained from single peak fitting in GSAS.

Oxygen vacancy concentration profile V(x)

As illustrated above, at the end of the static mode
measurements, the inside of the electrolyte was exposed
to an oxidizing atmosphere while the pO, on the reducing
side remained unchanged. As we have already seen, the
increase in oxygen partial pressure on the inside of the
electrolyte led to a decrease in lattice parameter. At this
point when the pO, gradient was imposed, we examined
diffraction peak profiles, from which information about
V(x) could be extracted. Since neutron diffraction re-
flects the spatial average of material, peak profiles con-
tain complete information about structural or chemical
inhomogeneities in the sample, namely oxygen vacancy
distribution V(x) across the electrolyte thickness, in this
case assuming that 0 is a function of radial position only.

To measure the peak profile variation as the electrolyte
was exposed to different pO,’s and pO, gradients, single
peak fitting was employed for two reflections (220) and
(111). Gaussian broadening, along with the peak position
and intensity, was allowed to vary.

As shown in Figure 6, there is minimal variation in
peak width down to pO,~10"" in the static measure-
ments. The initial peak sharpening at pO,~10""* in zone
(II) is not clear at this point. As the pO, gradient was
applied in (III), peaks initially broadened and eventually
returned to original values. The fractional change in
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Figure 7. Schematic illustration of oxygen content profile change when electrolyte is exposed to pO; gradients (III) and
(IV). On the left, starting from 107% |CY20| 107 i.e., highly reducing on both sides then switching to 107 |CY20| 10"
induces a small gradient across the membrane as the bulk switches to an oxidized condition, with a strong gradient at the
reducing surface. On the right, the starting condition is 107 |CY20| 107 switching to 1077 |CY20| 10" where there is
minimal gradient across the membrane and the bulk switches to a highly reduced form near that of the reducing side, and

the strongest gradient is at the oxidizing surface.

peak breadth is consistent with only a very minor varia-
tion in oxygen content V(x) across the electrolyte, with a
slope estimated to be <'/s the slope expected from linear
variation between the most oxidizing and most reducing
extremes. The observed variation in peak breadth
throughout zone (III) indicates that the oxygen distribu-
tion V(X) varies with time. At the same time, the lattice
parameter varied smoothly as shown in Figure 2. There
was much less peak broadening in zone (IV) suggesting
that the V(x) is very flat during this transition.
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Abstract

Using neutron powder diffraction, we constructed the
full nuclear and magnetic phase diagram for the
La;,SrMnO;z system. In this paper, we describe the
delicate balance between the various magnetic states that
coexist in very narrow composition ranges for x ~ 0.5 and
0.95. We show that Lag5SrosMnO; and Lag 45Srg 55sMNO3
undergo a series of paramagnetic, ferromagnetic and A-
type antiferromagnetic phase transitions. For x = 0.5,
phase separation occurring below 135 K results in the
coexistence of ferromagnetic and antiferromagnetic
phases over a wide temperature range. Orbital ordering is
associated with the low temperature A-type AFM phase.
On the other hand, a very steep boundary line separates
the C-type and G-type antiferromagentic phases in the
composition range 0.9-0.95. For x=0.94, both
antiferromagnetic types coexist at low temperatures.

INTRODUCTION

Manganese-based La; ,A\MnO; (A = Ca, Sr, or Ba)
materials exhibiting colossal magnetoresistive properties
have been at the center of intense research over the last
few years. Interest in this system arises from the exotic
behavior of the different members of the series and the
corresponding complex nuclear and magnetic phase
diagram.  Indeed, several studies demonstrated the
existence of complex charge ordered and/or orbital
ordered patterns in Ca substituted LaMnO; observed for
compositions with special Mn**/Mn** nominal ratios (e.g.,
1/2, 1/4, 1/8, etc).

The structures and properties of La;,Sr,MnO3z with
strontium content (x) less than 0.5 are well understood [1-
4]. However, structural and transport properties of
La;Sr,MnO; materials with x>0.5 remained less
understood because of the inherent difficulty in
synthesizing single phase materials with x > 0.5 [5-10].
In this paper, we show the full phase diagram of
La;,SrMnO;z; and focus our attention on compositions
near the phase boundaries that separate different
magnetically ordered states.

MATERIALS SYNTEHSIS AND
EXPERIMENTAL DETAILS

A two-step solid-state synthesis method was employed
to obtain high quality La;,Sr,MnO;s perovskite samples

*Work at NIU was supported by the DARPA/ONR, Grant No. NSF-
DMR-0105398, and by the State of Illinois under HECA. At ANL, this
work was also supported by the U.S. Department of Energy, Division of
Basic Energy Science-Materials Sciences, under contract No. W-31-109-
ENG-38 (the operation of IPNS).

*Chmaissem@physics.niu.edu

using stoichiometric mixtures of prefired La,Oz, SrCOs,
and MnO,. In a first step, oxygen-deficient perovskite
materials were produced by firing the mixtures in flowing
gas of argon (10 ppm O, or less) at temperatures up to
1400 °C. In the second step, the precursors were fully
oxidized by simple post-annealing in air at 500 °C and the
final oxygen content was carefully monitored using
thermogravimetric analysis. X-ray and neutron powder
diffraction confirmed the single phase quality of all
samples under investigation.

NEUTRON POWDER DIFFRACTION

Extensive studies have been performed in the
composition range of 0<x<0.5 [1-4, 11]. In previous
work [1], we demonstrated that LaMnO3 assumes several
structural  symmetries (AFM  orthorhombic, FM
orthorhombic, monoclinic, or rhombohedral) depending
on the synthesis conditions and final oxygen
stoichiometry (see also ref. [12]). For 0.1<x<0.2, we
demonstrated the presence of two characteristic
temperatures: a Curie temperature Tc that increases
linearly with increasing Sr content and an orbital-ordered
Jahn-Teller distorted transition temperature Tir that
decreases with increasing Sr content. The two transition
temperature curves cross at x = 0.145 and T = 210 K. In
the same composition range, additional structural regions
have been identified in which the materials exhibit large
or small coherent and incoherent Jahn-Teller distortions.
In the 0.16<x<0.45 composition range, the materials
are energetically stable and crystallize in a rhombohedral
symmetry with no structural competition ever observed or
reported. The full phase diagram of La;,Sr,MnO; is
presented in Fig. 1 in which additional structural types are
identified for different compositions and/or temperatures
in the 0.5<x<1 composition range, namely, cubic

Pm3m, tetragonal 14/mcm, and orthorhombic Fmmm.

SrMnOs

SrMnO; crystallizes in a simple cubic Pm3m structure
in which undistorted corner-sharing MnOg octahedra are
arranged three dimensionally, thus, forming cavities

suitable for the Sr ions. The cubic Pm3m structure
extends to lower x values and a room temperature
transformation to a tetragonal symmetry for x=0.7 is
observed. The tetragonal 14/mcm structure results from a
subtle distortion of the cubic symmetry with the
elongation of the MnOg octahedra and their rotation
around the c-axis. The orthorhombic Fmmm structure is
observed at low temperatures for x ~0.5-0.6. In this
structure, more degrees of freedom are introduced with



three independent pairs of oxygen atoms forming the

MnQg octahedra.
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Figure 1: Magnetic and structural phase diagrams for
La;Sr,MnOa. Structural and magnetic transition
boundaries are shown as solid and dashed lines,
respectively. The symbols C, T, R, and O refer to cubic,
tetragonal, rhombohedral, and orthorhombic symmetries,
respectively. ~ Coherent and incoherent Jahn-Teller
distortions are present in the O’ and O* Pbnm structures,
respectively. O represents the Fmmm orthorhombic
symmetry (see text for more details).
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Figure 2: Raw neutron diffraction data showing magnetic
peaks of the C-type for x = 0.8, of the G-type for x=1.0
and of the C- and G-types for x = 0.9.

The x=0.9-0.95 samples are particularly interesting
because they lie near or at the bottom of a valley on the
phase diagram that separates the C-type and G-type
antiferromagnetic states by a sharp and nearly vertical
boundary line. As shown in Fig. 2, neutron diffraction
data collected for x=10.8, 0.9, and 1 in the d-spacing

range of 3 to 6 A clearly demonstrate the strong
competition between the C- and G-types and the
coexistence of the two states for x = 0.9.

This observed phase coexistence is in agreement with
several theoretical models [13-17] suggesting that
electronic phase separation into different magnetic
domains results from unstable canted antiferromagnetic
structures.  The tendency to phase separation was
explained by Yunoki et al. [16, 17] to be an intrinsic
property of the double exchange model. Recent neutron
scattering [18-20] and NMR [21] measurements gave
experimental evidence for phase separation in
La;,Ca,MnO; with 0.92 < x < 0.97, for example [20], in
the form of ferromagnetic droplets embedded within the
host AFM structure. We should note, however, that such a
FM phase is not observed in the La;Sr,MnQO; system at
the cubic (G-type)/tetragonal (C-type) phase boundary but
as will be seen in the next paragraph phase separation of
FM-AFM domains does occur for x = 0.5.
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Figure 3: Splitting of the tetragonal 220 and 004 peaks
into orthorhombic peaks below 150 K for LagsSrosMnQs.

Lao,5Sro,5M n03

Paramagnetic LaysSrosMnO; crystallizes in a tetragonal
14/mcm symmetry between the temperatures of 450 and
320 K. Below 320 K, the material undergoes a
paramagnetic to ferromagnetic phase transition with the
nuclear tetragonal structure remaining unchanged.
Between 320 and 135 K, the ferromagnetic ordering of
the Mn magnetic moments occurs in the direction of the
long tetragonal c-axis. Below 135 K, a significant
number of additional diffracted intensities that appear in
the neutron patterns indicate the occurrence of phase
separation and the existence of a low temperature phase
with reduced symmetry. In fact, the high temperature
ferromagnetic remained present (in lesser amounts) and
coexisted with the low temperature phase at all measured
temperatures between 38 and 135 K.  The low
temperature phase was determined to be orthorhombic of
space group Fmmm and found to accommodate an A-type
antiferromagnetic ordering of the Mn spins. The A-type
magnetic structure consists of parallel ferromagnetic
sheets that are antiferromagnetically coupled in a specific



direction. As such, in this structure, orbital ordering is
supported and clearly observed as indicated by the
measured ordered Mn-O bond-lengths. Fig. 3 shows a
three dimensional portion of neutron diffraction patterns
as a function of temperature in which the low temperature
coexistence of the two phases is clearly visible.

Lag 45Srp55MnO3 and Lag.4SroeMnOs

A similar sequence of nuclear phase transitions has
been observed for LagssSrossMnO5; and Lag 4SrggMnOs.
Similarly, similar magnetic sates have been identified for
the x=0.55 sample but not for x=0.6. The
ferromagnetic phase was absent in the Lag4SrosMnO;
material and the transition from paramagnetic to
antiferromagnetic occurred fairly quickly in a very narrow
temperature range near 200 K as shown in Fig. 4.
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Figure 4: Evolution of the Bragg peaks between 1.8 and
2 A as a function of temperature for LagsSrosMnOs.
Cubic to tetragonal to orthorhombic phase transitions are
clearly observed.
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CONCLUSIONS

La,SrkMnO;  samples with  05<x<1 were
synthesized and studied in their stoichiometric single-
phase perovskite form. Using neutron powder diffraction,
we constructed the full structural and magnetic phase
diagram for La;,Sr,MnO; and demonstrated the presence
of a strong competition between ferromagnetism and
antiferromagnetism for x ~ 0.5 and a similar competition
between C-type and G-type AFM states for x ~ 0.95. Itis
also important to mention that first order transitions were
observed when nuclear and magnetic structural transitions
coincided for for 0.8 <x<0.95 [22], whereas, second-
order phase transitions occurred for compositions in
which the structural and magnetic transitions are
decoupled and happen at different temperatures.
Examining the various AFM configurations, we find that
the A-type magnetic structure is favored when the MnOg
octahedra possess two short Mn-O (compressed) and four
long bond lengths, thus, giving rise to the observed
orthorhombic Fmmm symmetry and to AFM interactions
in the direction of the short bonds.
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Abstract

We describe atomic pair distribution function (PDF)
measurements of the local structure of a number of topical
electronic oxide materials. This total scattering approach
utilizes spallation neutrons to obtain precise, quantitative
structural information from local structures, going beyond
crystallography. We report recent results on colossal
magnetoresistant manganites and giant dielectric titanate
materials. We also report PDF measurements from the
recently upgraded GPPD instrument and compare them to
GPPD before the upgrade.

INTRODUCTION

Functional oxides with interesting electronic properties
are important systems due to their potential in
technological applications and for extending our
understanding of the complex physics of correlated
systems. They comprise a wide spectrum of materials
such as manganites, titanates, and cuprates, all of which
exhibit novel, and still not fully understood, phenomena
such as colossal magnetoresistance (CMR), giant
dielectric constant response, and high temperature
superconductivity (HTS). Electron-lattice coupling in
these systems plays an important, and poorly understood,
role. In particular, elucidating the subtle local structural
details, often very different from the crystallographic
structure and usually involving the oxygen sublattice,
could prove crucial for understanding the properties.
Local structural information is accessible by means of the
atomic pair distribution function (PDF) technique [1],
which, as a total scattering technique, includes both Bragg
and diffuse scattering information, and yields both the
average crystalline structure and local deviations from it.
The PDF is defined as

G(r) = % JO(S(0) - Dsin(Qr)dQ,

where S(Q) is the total scattering structure function. To
obtain accurate information on the oxygen sublattice it is
necessary to use neutrons as a probe, and to access the
high momentum transfers, essential for PDF study,
neutron spallation sources are required. = The PDF
approach is seeing increasing use in the study of
nanostructured materials and disorder in crystals [1].

GIANT DIELECTRIC TITANATES

Recently there has been considerable interest in the
dielectric properties of the cubic perovskite related to

CaCu;Ti;01, (CCTO). This material exhibits a giant
dielectric constant (GDC) response with a highly unusual
temperature dependence. It has a high and relatively
temperature  independent low frequency dielectric
constant over a wide temperature range between 100 and
600 K. However, below 100 K its value drops abruptly by
almost three orders of magnitude, an effect that is not
accompanied by a long range structural phase transition
[2-4]. The crystal structure of CCTO is shown in Figure 1.
Various competing proposals have been put forward to
explain this phenomenon [4-6]. The discussion revolves

Figure 1: CaCu;Ti O, structure is cubic (s.g. Im-
3): TiO¢ octahedra, Ca atoms (light spheres), and
Cu atoms (dark spheres).

around whether the interesting behavior is extrinsic, due
to domain boundary effects, or intrinsic in the lattice. To
distinguish these possibilities it 1is necessary to
characterize the local structure. In the PDF work local
structural properties of the CCTO system were
investigated as a function of temperature within a range
from 50 K up to room temperature [7].

We performed a complementary neutron diffraction and
x-ray diffraction study on finely pulverized samples of
CaCu;Ti401,. The neutron diffraction part of the study
used time-of-flight experiments carried out at the Special
Environment Powder Diffractometer (SEPD) at the IPNS
at Argonne National Laboratory (ANL). About 10 g of
polycrystalline sample was sealed in a cylindrical
vanadium tube with helium exchange gas. The sample



was cooled using a closed-cycle He refrigerator, and data
collected at 50, 100, 150, 200, and 290 K.

Typical PDFs of CCTO both from neutron diffraction
and from x-ray diffraction experiments are shown in
Figure 2. It should be noted that the neutron PDFs of
CCTO exhibit peculiar behavior: contributions of Ti—O
and Cu-O to the first PDF peak cancel out, so the first
peak is ‘missing’. This is due to the negative scattering
length of Ti for neutrons, and due to almost identical
component distances of Ti—O and Cu—O. Inspecting the
PDF profiles (figures 2(a) and (b)), one sees that the
neutron scattering properties of Ti cause both positive and
negative PDF peaks, i.e., peaks and valleys, respectively.
This is in contrast to the case of x-ray diffraction PDFs
where all the peaks contribute positive intensity (figure
2(c)). This perfect cancellation of the Cu—O and Ti-O
intensities will only occur for selected peaks in the
structure. Other peaks contain information about the
relative positions of these ions and so a refinement over a

wide range of r will provide accurate structural
information on these species.
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Figure 2: The reduced atomic PDF of CCTO.
Experimental data (open circles) and fits (solid
curves) are shown for: (a) data obtained from
neutron diffraction at 50 K and (b) at room
temperature; (c) data obtained from x-ray
diffraction at room temperature (collected on
X7A at NSLS at Brookhaven National
Laboratory). Arrows mark the nearest neighbor
PDF peak: in CCTO it -contains two
contributions, coming from Ti-O and Cu-O
distances.

In agreement with earlier studies, no signature of a
structural phase change was observed. The temperature
dependence of the nearest neighbor Cu—O distance (not
shown) is very flat, supporting the idea that this is bracing
the structure. No evidence for nanoscale octahedral tilting,
or off-centre Ti displacements, is found. However, the
isotropic Ca displacement parameter (Figure 3(a)), has a
significant static offset compared to the expected Debye
behavior.

Simple modeling based on bond valence concepts
supported the local structural observations. The
temperature at which both the Ca and Cu environments
are optimal was estimated to be in the vicinity of 260 K.
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Figure 3: (a) Evolution with temperature of the
isotropic displacement parameters of Ca and Cu.
Solid curves show the Debye model for Ca and
Cu, with parameters as specified in Table 3 of
Reference [7]. The dashed curve is a Debye
curve of Ca corresponding to the same Debye
temperature, but with offset parameter set to
zero. The thick dotted curve shows a Debye
model for Cu using a higher Debye temperature
of 785 K. (b) Isotropic displacement parameters
of Ti and O as a function of temperature, with
Debye model curves superimposed (solid
curves). Debye model curves for Ca and Cu
(dotted curves) are also shown for comparison.

At lower temperatures the Ca becomes underbonded. This
is generally accompanied by a reduction in site symmetry
and may result in off-center displacements of Ca ions. If
these displacements do not become long range ordered
because of the braced structure, this would explain the



absence of a structural phase transition and the static offset
of the Ca thermal parameters. This would be consistent
with the presence of local domains of coherently polarized
displaced Ca ions at low temperature and which could
explain the enhanced values of far IR lattice dielectric
constant, a parameter playing an important role in
intrinsic and extrinsic boundary layer capacitance models
for the large dielectric response [7].

CMR MANGANITES

The neutron probe is a particularly useful tool for
studying systems with strong charge-lattice coupling. As a
matter of fact, often the mere existence of such coupling
is revealed from neutron diffraction studies.  The
possibility of the isotopic enrichment option represents an
integral component of this type of study.

Isotopic substitution has a dramatic effect on the
properties of the CMR material Prj s55Lag 175Cag3MnO;. In
this system the ferromagnetic metallic (FM) phase is
marginally stable. Simply replacing '*O with '°O has the
dramatic effect of destroying the low-temperature FM
phase [8-10]. PDF studies of these isotopically
substituted samples clearly showed the important
structural response to the appearance of the FM phase.
The height of the PDF peak at 2.75 A is an order
parameter for the FM phase as is clearly evident in Fig. 4.

Neutron powder diffraction experiments were carried
out on SEPD instrument at the IPNS. We find from the
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Figure 4: Plot of PDF peak-height of the r =
2.75A 0-O peak vs. temperature for two samples
of Lag.sysPrg175Ca0sMnO;  enriched with '°O
(open circles) and B0 (filled circles)
respectively. In the '*O the transition to a FM
ground-state is suppressed and the sample
remains an AF insulator to low temperature. This
clearly shows that the excess PDF peak-height is
coming from the appearance of undistorted
octahedra in the metallic phase.

the PDF that the shape of the MnOg octahedra changes
from being elongated, due to a Jahn-Teller distortion, to a
more regular shape below the IM transition in the '°O

sample, whereas the 'O sample remains distorted at all
temperatures. This local structural result, which was
possible to obtain only by neutron powder diffraction
experiment, emphasizes the important role that lattice
plays in the CMR effect and the IM transition in
manganites [11].

Bilayer Manganites

The atomic PDF technique has been employed to probe
the atomic local structural responses in naturally double
layered manganites La, »,Sry.0,Mn,07 in the doping range
0.54 <x <0.80. This system has a rich and interesting, but
not fully understood phase diagram, shown in Figure 5
[12, 13]. The low temperature neutron powder diffraction
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Figure 5: Structural and magnetic phase diagram
of the bilayer manganite La, 54Sr+,,Mn,07 in the
range 0.3 < x < 1.0 determined by neutron
powder diffraction. Solid markers represent the
magnetic transition temperature (T¢ or Ty); open
squares delineate the tetragonal to orthorhombic
transition. Several —magnetic phases are
identified: ferromagnetic metal (FM), canted
antiferromagnetic (CAF), and A-, C-, and G-type
antiferromagnetic insulators (AFI). The region
marked ‘No LRO’ has no magnetic diffraction
peaks at T > 5 K. Samples in the region marked
‘CO’ exhibit long-range charge ordering
reflections in x-ray and/or electron diffraction.

measurements, performed on SEPD at IPNS at ANL,
suggest the coexistence of two different Jahn-Teller (JT)
distorted MnOg octahedra when its ordered magnetic
structure crosses over from type A (0.54 < x < 0.66) to
type C/C* (0.74 < x <0.90) ordering. At all doping levels
at low temperature the doped holes reside predominantly
in the plane of the bilayer. In the type A magnetic
ordering regime, the e, electrons appear to be significantly
delocalized in the plane resulting in undistorted octahedra,
while in type C/C* regime, elongated JT distorted
octahedra are apparent.
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Figure 6: Solid circles are the in-plane lattice
constants a and b from PDF refinements with
orthorhombic models, while open circles are from
Rietveld refinements on the same data with
tetragonal and orthorhombic models in 0.54 < x <
0.76 and 0.78 < x < 0.80, respectively.

This is consistent with the presence of inhomogeneous
coexisting delocalized and localized electronic states. No
evidence of macroscopic phase separation has been
observed. Such nanoscale inhomogeneities may explain
the magnetically frustrated behavior observed in the spin
disordered ‘gap’ region (0.66 < x < 0.74). The pulsed
neutron diffraction based PDF study revealed that what
crystallographically appears as an orthorhombic to
tetragonal phase transition, is actually an order-disorder
type transition with the underlying structure locally
always being orthorhombic, as demonstrated in Figure 6
[14].

Reciprocal space effects on PDF

In addition to experiments with primarily scientific
context, we carried out several more technical
experiments dedicated to further develop the PDF
technique at IPNS. These projects included efforts in
establishing improved measures of quality for the atomic
PDF [15], and extensive studies of the reciprocal-space
instrumental effects on the real-space neutron atomic PDF
[16]. Recently, the importance of the Q-space resolution
has been understood in studies of nanocrystalline
materials and disordered crystals. In these studies reported
here we used SEPD and General Purpose Powder
Diffractometer (GPPD), rather than the Glass, Liquid, and
Amorphous Materials Diffractometer (GLAD) to take
advantage of the higher resolution. Here we note that
GPPD was recently upgraded with a neutron wave guide.
We recently tested the upgraded GPPD instrument to
benchmark its performance and suitability for PDF
studies, using a set of standard samples. A qualitative
comparison of the results is shown in Figure 7, where the
real-space resolution of the upgraded GPPD is compared
to that of the same instrument prior the upgrade, as well
as to the NPDF diffractometer of LANSCE at Los Alamos
National Laboratory. The upgraded GPPD is a highly
suitable and reliable instrument for carrying out atomic

PDF studies. The data-rates of the upgraded GPPD are
improved with a data collection time of 6 hours compared
to 8 hours for the instrument prior to the upgrade.
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Figure 7: The reduced atomic PDF ZnSe,sTe, 5 at
10K, obtained through a sine FOUlslI'ieI' transform of
F(Q) using data up to Q,,,=35A": focus on the
low-r region and the nearest neighbor peak
splitting. The figure features the same r-region for
the three measurements, with PDFs obtained under
identical conditions. From top to bottom: at the
NPDF at LANSCE at Los Alamos National
Laboratory, at the GPPD at IPNS at Argonne
National Laboratory before the upgrade (1), and
after the recent upgrade (2).
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THE GLASS LIQUIDS AND AMORPHOUS MATERIALS
DIFFRACTOMETER AT IPNS 2001-2006.

Chris .J. Benmore
Argonne National Laboratory, Argonne, IL 60439.

INTRODUCTION

It has been a productive five years for GLAD which has
been spurred on by the surge of interest in polyamorphism
as well as liquid-liquid and amorphous-amorphous
transitions in general. Substantial progress has also been
made by combining data from spallation neutron
diffractions new ‘sister’ technique high energy x-ray
diffraction. Measurements at extreme conditions have
been a primary theme during these past few years, with
experiments at high pressures up to 6GPa using piston
anvil cells, the development of containerless melting
techniques with laser heating up to 3050°C, and last but
by no means least, structural measurements on liquid
hydrogen fluoride. However user experiments are often
remembered for the actions or comments of characters
that worked on them. So I will start this report with a
word of thanks to all the postdocs and students associated
with GLAD who have worked with us during this time.

PERSONNEL

Qiang Mei (U. Wyoming) squashing glass in the Paris-
Edinburgh cell. Mei has accepted an offer to stay at
GLAD as an Argonne postdoc for 2006.

Rob Hart proving he really did attend at least some of the
glass and optical materials meeting in Florida. Rob left in
the summer of 2005 to go into industry.

Sujatha Sampath left in 2002 to take up a postdoc position
at U. Wisconsin but has recently returned as a visiting
adjunct professor from Arizona State University.

Jack defines a new way of measuring postdocs - in units
of Urquidi’s. Photo courtesy of Evan Maxey. Jacob left in
2002 to take up a joint professorship at New Mexico State
University and LANSCE.

Sylvia McLain (left or is it right ?) making something
hazardous to put on GLAD. Sylvia was awarded an
international NSF postdoc in 2004 and is serving her time
at ISIS.



The hot and cold of it. Left: Clockwise from bottom left:
Chris Tulk (SNS), Jacob Urquidi (IPNS), Joerg Neuefeind
(ANL, now SNS), Chris Benmore (IPNS) during an ice
experiment on GLAD. Right: Joan at the laser controls.

.Jan of GLAD

JOAN of GLAD

Art Instituteo

Beauty. Pw!hnlntrigue.

ﬁ After her experiment faifed.,.

The bubble reads ‘OK, now tell me how easy it is to
correct for hydrogen’.

Joan Siewenie has been busy modeling GLAD data using
the Reverse Monte Carlo technique with trips to U.
Tenessee and U. Littoral, France, to help set up
simulations for GLAD users. In 2005 Joan was awarded
an Argonne pacesetter award as an acknowledgement for
this work. She has now started a part time physics Ph.D.
at Northern Illinois University (on computer modeling of
glass and liquid neutron data of course) in addition to her
work on GLAD.

INSTRUMENT

GLAD stability and backgrounds have greatly improved
over the years making it suitable for accurate
measurements. Extensive work and tests have been
carried out on a new incident honeycomb Soller
collimator system and this should be put into place
permanently in 2006, with a some increase in incident
flux. In 2005, after being squeezed ecither side by
instrument upgrades on QENS and SCD, we expanded
away from the monolith by means of a large deck
extension. The final one hundred *He position sensitive

detectors, needed to bring the GLAD detector bank up to
its” full design capacity, were procured in 2005 and
GLAD is scheduled to undergo a major detector upgrade
in the summer shutdown of 2006. At the same time the
data acquisition system will be upgraded and the old
Atlas/Genie GLAD analysis software completely

replaced. In fact GLAD recently reached run number
10,000 which forced an early switch to the new software
for some users.
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Measured image of the GLAD beam profile. The
horizontal strip is a BN mask placed at the sample
position. Usually for powdered samples in a Vanadium
can the main neutron intensity falls on the sample at the
bottom of the can.

SOFTWARE

Analyzing Time-of-Flight neutron total scattering data
involves many instrument dependent corrections,
including: detector deadtime, normalization of detector
counts to beam monitor counts, time-of-flight to
momentum transfer Q rebinning, use of vanadium data for
both calibration and data merging purposes, as well as
attenuation, multiple scattering, and inelastic effects. The
implementation of these in the Integrated Spectra
Analysis Workbench (ISAW) software suite has been
achieved through the efforts of Julian Tao (IPNS) to
whom I and many users are indebted. Extensive details on
the corrections and their implementation have been
documented in reference [1].

The fastest I could probably analyze a raw GLAD data set
using the old Atlas software was about an hour. The new
Java based software rather than grouping into 19 angular
groups, performs the corrections pixel-by-pixel (1.6
million of them) and creates an S(Q) in approximately 3
minutes. In adition the low Q limit of GLAD has been
extended from 0.325 A" t0 0.175 A™.
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Examples of the measured intensity and correction factors
associated with analyzing data from CCl, and D,O. From
top to bottom : sample scattering intensity vs. Q before
corrections; calculated Placzek effect in terms of a
dimensionless ratio between the Placzek corrected
scattering cross section and the uncorrected one;
calculated coefficient of neutrons scattered by sample
then attenuated by sample calculated multiple scattering
in terms of secondary scattering fraction; corrected
sample scattering intensity vs. Q. Corrections were
calculated at the scattering angle 26 = 113.6°.

I would like to point out that the GLAD computer which
now runs the new software is called Perseus. The choice
of this name comes from Greek mythology and I quote an
email message from Rob Hart below for the reason :

Atlas fought on the side of his father, Chronos, against
Zeus and the Olympians. Upon the eventual victory of the

Olympians, he was banished. But an oracle prophesied
that a son of Zeus would kill his mortal body. Perseus
was Zeus's son who killed the gorgon Medusa, and as a
result had something of an award tour. But Atlas would
not host him, and out of displeasure over this fact,
Perseus showed Atlas the head of Medusa, which turned
his body into stone. The legend goes that this is the
creation of the Atlas mountains. As if this were not
enough, in the afterlife, he is punished by Zeus to
eternally bear the earth on his back to keep it separate
from the heavens. So while our new software will be the
mortal death of Atlas, it remains the foundation of our
data analysis. Thus a fitting name for the new computer
is Perseus.

SAMPLE ENVIRONMENT

As mentioned in the introduction GLAD has specialized
in experiments at extreme conditions in the past few
years, whether it was pressure, temperature or acidity.
With help from Chris Tulk, Malcom Guthrie (both SNS)
and Darren Locke (Stonybrook) a considerable amount of
knowledge of how (and how not) to perform high pressure
experiments on amorphous materials has been obtained. A
phase II small business initative grant in collaboration
with Rick Weber (CRI Inc.) helped adapt a containerless
levitation system with laser heating for use in wide angle
neutron diffraction experiments. Meanwhile John Turner
and Sylvia McLain (U. Tennessee) fabricated Teflon and
monel sample containers for diffraction measurements on
superacidic solutions.

A photograph of a TiZr gasket between two anvils in the
Paris-Edinburgh cell.




A flat plate Teflon can manufactured for a diffraction
experiment on liquid hydrogen fluoride.

Jim Rix (CRI Inc.) lines up the 240W CO, laser on GLAD
for a levitation experiment.

MODELING AND VISULIZATION

Structural modeling of diffraction data continues to be an
important but often time consuming aspect of data
interpretation. Several groups of users have used MD
packages such as DL POLY to model their neutron data
with literature potentials with much success. For RMC (or
EPSR), the use of both neutron and high energy x-ray
diffraction data is usually a necessity for generating a
realistic model. Isotopic substitution data also provides an
important constraint. Joan Siewenie ran a course in 2003
for users wanting to get started with RMC called ‘Make it
Go’.

Clustering occurring in AgGeS glass as a function of
Ag,S compsoition produced using RMC modeling and
constrained by two Ag isotope neutron measurements and
a high energy diffraction data set.

For many systems several data sets have been collected,
and a popular way to show several radial distribution
functions is to plot the D(r) data as a real space contour
plot. Top: The example of glassy AsSe as a function of

composition is shown above representing the formation of
As,Se, molecular-type units. Bottom : The formation of
tetrahedral in GeSe, — in this case the neutron spectra
represents the topology of the glass.
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SCIENCE HIGHLIGHTS

Adrian Wight has remarked that it is futile for researchers
performing structural studies on glasses to search for a
universal theory of the first sharp diffraction peak (FSDP)
[2]. Nonetheless, taken for a single system as a function
of some variable (pressure,. composition etc.) useful local
information on changes the intermediate range order and
local structure may be obtained. Such studies on the
FSDP have formed a large part of the research on GLAD
in recent years. Martin et al [3] have had success in
indexing FSDP’s by comparing to known crystalline
templates in layered systems. Elliott and co-workers [4]
have modeled the first huge principal peak in VHDA ice
by positionally disordering mixtures of high density
crystalline phases. Tulk et al [5] have tracked the position
of the FSDP as a function of time and anneal temperature
to access a myriad of intermediate amorphous ice forms.
They have also begun to relate changes on the local
structural level to network formation on the intermediate



range order length scale in amorphous ice. An empirical
formulae for this relation has already recently been
derived for binary selenide glasses by Bychkov at al [6].
All we now need is an explanation.

BeFZ - Neutron

BeD, - Neutron

GeOz - Neutron

Corner sharing only

SiO, - Neutron

. {@)]
c
6 | GeSe, - Xray T §
N—’ T n
0p] SiSe, - Neutron 8o
T £
i T 5
H,OLDAice-Xray  ©
. 8
55
A =}
4 %g 5
[0
N Ge - Neutron =N
4 >
ma v : T M T M 1
0 10 20 30
Q.r
FSDP 1

Connectivity Terahedral unit

A comparison of S(Q) is made for several tetrahedral
glasses, scaled by the first peak in the radial distribution
function r;. The first sharp diffraction peak, often
associated with intermediate range order, the chemical
ordering peak related to the connectivity of units and the
region of the spectra dominated by details of the
tetrahedral unit are also marked. Note the similarity of the
x-ray spectra (oxygen-oxygen partial) for low density
amorphous ice, amorphous Si and amorphous Ge,
compared to that of classic AX, type glasses which
include a well defined FSDP due to the existence of open
regions in the network [7].

SPALLATION NEUTRON AND HIGH ENERGY
X-RAY DIFFRACTION COMBINED

Probably one of the most significant advances in glass
structure determination in recent years is the development
of the high energy x-ray diffraction technique, which
allows high momentum transfers to be accessed.
Beamlines at 11-ID and 1-ID at the APS now cover a
comparable Q-range to the GLAD diffractometer at IPNS
and several neutron users now regularly apply for time at
both facilities to study the same sample. Kohara et al [8]
and Wilding et al [9] have successfully exploited the
spallation neutron/high energy x-ray combination in the
case of geological glasses. Whereas Sampath et al [10]
and Guthrie et al [11] have used the combination to

observe the effects of high pressure on glass structure.
Turner and co-workers [12] have combined isotopic
neutron diffraction with high energy x-ray data to make a
full partial structure factor analysis of liquid HF for the
first time.

Formation of a dense Octahedral glass [9].
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INTRODUCTION

Kivelson and co-workers have discovered a low-
temperature rigid state in the fragile glass former
triphenyl phosphite (TPP) [1]. It was discovered by
annealing the low temperature glassy phase at 220K. The
annealed (high density) form was initially reported to be
amorphous and named as the “glacial state”. They argue
that the locally preferred structure (glacial) and ideal
crystal structures are expected to be slightly different. The
glacial phase could provide the first experimental
evidence of topological frustration in super-cooled liquid,
and the investigation of polyamorphism of TPP would
contribute to the understanding of the supercooled liquid
state and the subsequent glass formation. However, the
nature of the glacial state is a matter of debate and several
different interpretations have now been proposed. Hedoux
et al. [2] have performed Raman, X-ray diffraction and
inelastic neutron scattering experiments, and argue that
the glacial state is not amorphous but formed by
nanocrystallized domains of the stable crystalline phase,
mixed with a fraction of under-cooled liquid. The relative
fractions of these components depend on the aging
temperature. Raman spectra have shown that there exists a
weak C-H...O hydrogen bond in the glacial state at
222K~226K, which has been used to support the
nanocrystalline-supercooled liquid mixture interpretation.

Q

Figure 1. The molecular conformation of TPP in the
hexagonal crystal state. The nearest neighbour HH and
CH interactions to which neutrons are most sensitive are
shown.

EXPERIMENTAL DETAILS

Neutron scattering experiments were performed at low
temperature (190 K - 250 K using a liquid nitrogen
cryostat) on a fully deuterated P(OC¢Ds)3 (D-TPP) sample
and 67% fully deuterated 33% fully hydrogenated mixture
P,3(OCgDs),+P1/3(OCgHs) sample using the Glass Liquid

and Amorphous materials Diffractometer at Argonne
National Laboratory, USA. The TPP samples were loaded
into 9.5mm outer diameter (D-TPP) and 6.3mm (Mixture
TPP) vanadium cans of 0.1mm wall thickness in an inert
glove box. Sample temperatures for these experiments
were stable to within ~0.2K. The 67:33 mixture was
chosen to give 15 atomic% hydrogen content, balancing
the requirements of performing manageable inelastic
scattering corrections on a 6.3mm diameter cylindrical
sample, obtaining good statistics in a reasonable period of
time (between 2 and 8 hours) and providing a measurable
isotopic contrast to extract the hydrogen related
interactions [3].

RESULTS AND DISCUSSION

Figure 2 shows the neutron diffraction patterns for the
crystal, glacial, super-cooled liquid, glass and liquid of D-
TPP. These spectra are dominated by C-H, C-C and H-H
interactions. Evidence of Bragg peak formation in the
glacial state is observed in the neutron data and absent in
X-ray structure factor, suggesting the Bragg peaks may be
dominated by hydrogen lattice interactions.
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Figure 2 Measured total neutron structure
factors for the fully deuterated TPP in
different forms.

In order to differentiate between intra- and inter-phenyl
ring hydrogen interactions in first order difference
distribution function ADy(r) (not shown), a simple model
phenyl ring, was calculated based on a modified version
of the published x-ray crystal structure. It is found that the



intra-phenyl ring hydrogen distances H-C; (hydrogen to
the first adjacent carbon atom), H-C, and H-C; in the
neutron spectra are ~0.15 A longer relative to the
published x-ray crystal structure data. The bond distances
from neutron data are considered to be more accurate and
reliable since neutron scattering is extremely sensitive in
probing hydrogen (deuterium) positions. The simple
model phenyl ring was constructed from Gaussian peaks
in which the C-H bond length was fixed to 1.08 A, in
agreement with the neutron data (see figure 3).
Consequently the neutron 2.17 A distance is assigned to
H-C,, the 3.37 A distance to H-C;, and the shoulder at
2.40 A to intra-ring H-H correlations. The comparison of
the modeling and experimental data suggests that the two
smaller hydrogen correlation peaks around ~2.8 and ~3.0
A 'in TPP crystal are most likely due to inter-phenyl (C-H
and/or H-H) ring interactions. It is not possible from the
isotopic substitutions made in this experiment to ascertain
whether or not these correlations are between phenyl rings
in the same molecule or between different molecules.
From the modified structural model of the TPP molecule
we find six intramolecular H-C and H-H distances below
3.4 A which are very sensitive to the orientation of the
phenyl rings, in particular the ‘inverted’ ring. Two
distinct C(H)-O intermolecular hydrogen bond distances
at 2.81 and 2.97 A (between neighbouring molecules)
have been identified in the hexagonal crystal structure
which lead to H-H and C-H correlations with minimum
approach distances of 2.89 A and 3.15 A, respectively.
These are illustrated in figures 4 and 5.
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Figure 3. Total neutron correlation functions for
the fully deuterated sample in the early glacial
stage at 215K, later glacial stage at 225K, and
crystal at 250K. The data were truncated at
Omax=25 A,

Total neutron correlation functions for the glacial state
formed at 215 K, 225 K and the crystal at 250 K for the
fully deuterated TPP sample are shown in figure 3. These
data show significant structural re-arrangements in the

glacial state have to occur in the 2.8-3.0 A and 4.5 A
regions before longer-range crystallization can take place.
In addition, since the 225 K glacial state data cannot be
simply reproduced from a linear combination of the 215 K
glacial state and the crystalline structures, the results
suggest that the glacial state is not a simple two-
component mixture of the nanocrystalline and
supercooled liquid phases. Based on the neutron and x-ray
results we suggest slight variations in molecular
conformation as well as changes in the next nearest
neighbour interactions are responsible for the longer range
structural differences between the glacial and crystalline
states. Therefore the glacial state may well originate from
a frustration effect caused by a competition between
optimal molecular conformation (in the glacial form) and
weak intermolecular hydrogen bonding effects (in the
crystal, as shown in Figure 3).
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Figure 4. A schematic model of the nearest neighbour
interactions in the supercooled liquid, glacial state and
hexagonal crystal state of TPP. Hydrogen bonds are
shown in blue.

The concept of “locally preferred structure” (LPS) has
been proposed by Kivelson and co-workers to interpret
the structural changes and the metastable glacial phase
[4]. A LPS is loosely defined as an arrangement of
molecules which, in a given region of the pressure-
temperature phase diagram, minimizes some local free
energy [4]. It is assumed that there are (at least) two
different LPS in TPP. In the suggested scenario the first
LPS is a TPP molecule cluster which has a low local free
energy because it can assume an optimal molecular
conformation. The second type of LPS is a TPP molecule
cluster linked by two inter-molecular hydrogen bonds,
which slightly alters the molecular conformation.

Reverse Monte Carlo simulations are in progress to help
determine the possible orientational correlations between
neighbouring molecules in TPP. Preliminary results show



a high degree of parallel, ‘T’ and ‘L’ type structural
configurations are associated with the supercooled liquid
and glacial states.

Figure 5. An example of different locally preferred
structures. Intermolecular hydrogen contacts between TPP
molecules in the hexagonal crystal (top) and monoclinic
crystal  (bottom). Only hydrogens involved in
intermolecular bonding are shown for clarity as small
open spheres. The oxygen atoms are shown as red
spheres. The thin solid line represents weak inter-
molecular hydrogen bonds.
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INTRODUCTION

Superacids are a class of fluid that show extreme
acidity due to the presence of 'superelectrophilic'
hydrogen. The reactivity is such that conventional bases,
such as ammonia and hydroxide ion are augmented by
hydrocarbons, including methane, the hydronium ion the
presence of which in a conventional solution is the sole
criterion for a Bronsted acid and the ammonium ion. By
indirect spectroscopic techniques, it is well-established
that these species exchange hydrogen for deuterium in
superacidic media with the only mechanistic pathway
being associative, meaning that H;O" is itself protonated
in certain superacids.
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Superacids are used widely in both academic and
industrial contexts. The ability to protonate hydrocarbons
is exploited in the cracking of crude oil and almost all the
hydrocarbons used for fuel and fine chemical synthesis is
the product of superacidic or acidic catalysis.

A program to investigate the structure and dynamics of
superacids and superacidic solutions began in 2000 and
has resulted in the structural characterization of the major
materials in this class, including anhydrous hydrogen
fluoride, fluorosufuric acid, antimony pentafluoride and
boron trifluoride. ~All of these materials are either
archetypes for superacidity or for Lewis acidity. Support
for this work has been provided by IPNS, the Department
of Chemistry and the Neutron Sciences Consortium of the
University of Tennessee, the National Science Foundation
and the Petroleum Research Fund.

HYDROGEN FLUORIDE

The study of the structure of anhydrous HF has
provided, for the first time, the structure of the strongest
hydrogen-bonded fluid at the pair correlation function
level. The partial pair correlation function for each
interaction, derived from neutron diffraction and high
energy X-ray data is shown in Figure 1 along with the
subsequent fits from the RMC model to the data.

These results [1-3], important and interesting in their
own right, are also a critical test of calculation methods
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Figure 1: Partial pair correlation function for HF, data
(black line), RMC fits (green line.)

short strong hydrogen bond in condensed phase. In
contrast to prior calculational predictions, the structure at
the boiling point of the fluid is comprised of short,
unbranched oligomers of ~8 — 10 molecules with very
short, bent hydrogen bonds. Representative chains from
the RMC modeling box are shown in Figure 2.

At the freezing point, the chains are functionally
infinite and the hydrogen bonds are linear and even
shorter. A highly surprising result is the constancy of the
shortest F-F distance in the fluid, which is invariant with
temperature. Moreover, the breadth of the H-H pair
correlation function implies that the hydrogen atom in this
system is not behaving classically, a feature that has been
included in the most recent calculations by others. This
points to the fact that HF is a truly remarkable fluid.

FLUOROSULFURIC ACID
One of the acids, besides HF, which shows the highest
acidity, is the molecular superacid, FSO;H. FSO;H was
studied [4] and it was revealed that this liquid contained
two intermolecular hydrogen bonds, which are not known,
to date, in any other acidic system.



Figure 2: An average structure of an HF chain at 298 K
from a reverse Monte Carlo model of the X-ray and
neutron diffraction data.
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Figure 3: Pair correlation functions for only the hydrogen
containing correlations in FSO;H.

Figure 3 shows the pair correlation functions for only
the hydrogen-containing correlations at two different
temperatures, where the first peak in each of the data
shown here corresponds to the molecular O-H peak,
whereas the second peak corresponds to the
intermolecular hydrogen bonding peak.

Close inspection of the hydrogen bonding peak showed
that this peak was asymmetric at both temperatures
measured, indicating the presence of two rather than one
hydrogen bonding interaction. For this reason, the DFT
calculations were performed to determine if there was a
possibility that one of the hydrogen bonds seen could be a
O-H--'F interaction along with the expected O-H:--O
interaction. Figure 4 shows the results of the DFT
calculations with two dimers; one is bonded through O-
H---O interactions and one through O-H-**F interactions.
In each case the dimers converged to give an acceptable
minimal energy.

BORON TRIFLUORIDE
Boron trifluoride is a molecular Lewis acid and an
interesting fluid in its own right. The strength of the
Lewis acidity of the boron trihalides has often been
assumed to increase with the atomic number of the halide,
with BF; being atypically weak.

The rationale for this chemical behavior is usually
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Figure 4: Hydrogen bonded FSO;H dimers. The white
atoms represent hydrogen, the red atoms oxygen and the
green atoms fluorine.

based on the assumed decreasing strength of pm-prw “back-
bonding” interactions (between the filled p- orbitals in the
ligating halide and the boron center) with increasing
halide atomic number. In order to determine the amount
of pm-pmt “back-bonding” seen in liquid and supercritical
BF;, neutron diffraction measurements were performed on
"BF; in two liquid and three supercritical states and
subsequently modeled using RMC analysis. T(r) for BF;
at each state measured is shown in Figure 5.

Figure 5: T(r) for "' BF; at five measured state points.

It was clear from the measurements that the molecular
symmetry of the BF; remained in tact at each pressure and
temperature as the first and second peaks- B-F (1.3 A) and
F-F(2.4 A) are unchanged at each state point [5]. In order
to understand the degree of interactions, RMC modeling
was peformed and a degree of intermolecular interactions,
albeit weak interactions, were detected in the liquid at 153
K. A model of these interactions is shown in Figure 6.
The model showed that a proportion of molecules were
canted toward each other indicating that there is indeed
some preferred orientation in BF; in the liquid state
between molecules. This refutes the claim that BF; is a
weak molecular acid by virtue of its intra-molecular
interactions, but instead supports the view that
intermolecular interactions at least partially determine the
structure of this fluid.
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Figure 6: Axial interactions in liquid and supercritical
BF;, showing the density derived radius to scaled relative
to the BF bond length, and the orientation of a proportion
of the intermolecular interactions.

ANTIMONY PENTAFLUORIDE

In condensed phases, SbFs is highly associated; it also
serves as an archetype for associated fluids that are bound
by 3 center — 4 electron (3c-4e) interactions. SbF; is the
strongest simple fluoride acceptor on the Lewis acidity
and the associated nature of SbFs represents an
‘autoamphoteric’ interaction in that in the pure fluid SbF;
acts both as a fluoride donor and acceptor. In fact the
addition of SbF; to the superacids FSO;H and HF leads to
an increase in the acidity by 10 — 15 orders of magnitude.
Measurements were taken on SbFs in the liquid phase
using both neutron and high-energy X-ray diffraction the
total pair correlation functions from each of these
measurements are shown in Figure 7.
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Figure 7: Total pair correlation functions for SbFs at 298
K from neutron and high energy X-ray diffraction
measurements.

Previous measurements using '"F NMR suggested the
presence of a polymeric form of SbF; linked by bridging
fluorine atoms in the fluid. In order to reproduce the
structure of SbFs in the liquid state the Empirical
Structure Refinement (EPSR) was used. EPSR was
specifically designed for creating a model of the
disordered materials which is consistent with the
diffraction measurements. By using EPSR, the structure
of SbFs which is comprised of fluorine linked individual

molecules was seen [6]. A representative sample from the
diffraction box is shown in Figure 8.

¢ §
(@

Figure 8: SbFs chains generated from the EPSR fits to the
neutron and high energy X-ray data. The green atoms
show the bridging fluorines.
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INTRODUCTION

Compositional changes of the first sharp diffraction peak
(FSDP) in the measured structure factor have been studied
for several binary selenide glasses using pulsed neutron
and high-energy x-ray diffraction techniques. The
observed variations in the FSDP (factor of 10 in the
amplitude and =0.5 A? in the peak position) reflect
multiple aspects in the glass network on both the short-
and intermediate-range scale and are also correlated with
macroscopic properties. An empirical relation has been
discovered relating the compositional dependence of the
FSDP position to the local coordination number of the
guest atom.

The first sharp diffraction peak (FSDP), a prominent low-
Q feature in the structure factor S(Q) of network glasses,
has been a subject of extended interest in the last two
decades. Nevertheless, the origin of the FSDP is still a
matter of debate, although it is clear that it can arise for
different reasons in different systems [1,2]. Neutron
diffraction with isotopic substitution [3,4] and anomalous
x-ray scattering [5] clearly show that the main
contribution to the FSDP usually comes from network-
forming cation-cation (NFC) correlations. The FSDP
shows at least two anomalies: (i) it remains invariant or
even becomes more intense and narrow with increasing
temperature in contrast to usual broadening of peaks in
S(Q) [6,7], and (ii) it decreases in amplitude with
increasing pressure [8,9]. The NFC correlations reflect an
intermediate-range ordering (IRO) in the glass network
since a characteristic length scale deduced from the FSDP
position, L, ~ 2n/Q, = 3.5-8 A, covers usually 2-3
interatomic distances [2]. In contrast to extensive studies
of the FSDP as a function of temperature and to a lesser
extent pressure, surprisingly very little attention has been
paid to the compositional dependence of the FSDP
parameters except for previous works on binary selenide
systems P-Se [10] and Si-Se [11].

EXPERIMENTAL DETAILS

The selenide binaries A,Se;.,, where A is an element of
Group 1V, V or VI, are very suitable model materials for
these studies since they exhibit a very large glass-forming
range from pure vitreous Se (x = 0) to x = 0.4-0.7. In
addition, A.Se;., glasses remain homogeneous on
mesoscopic scale over the entire vitreous domain on the
contrary to phase-separated S-rich binaries. In this study
we have carried out time-of-flight neutron and high-
energy x-ray diffraction measurements on complementary

binary selenide glassy systems (Ge-Se, As-Se, Te-Se) as
well as additional P-Se glass compositions and compared
to literature data on Si-Se glass.
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FIG. 1. Low-Q part of the x-ray structure factor Sx(Q) for
selected compositions in the As,Se;., system.
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The low-Q part of the S(Q) for the binary glasses exhibits
remarkable changes with composition (Fig. 1). With
increasing NFC content, the FSDP becomes a factor of 10
more intense and shifts to lower O by 0.5 A™. Such an
enormous change is not exhibited by any other peak in the
structure factor. Plotting the FSDP amplitude (Fig. 2) and
position (Fig. 3) as a function of the NFC concentration,
several characteristic composition regions appear for the
Group-1V (Ge,Se;,, SiSe;,) and Group-V (As.Ser,,
P.Se;.,) alloys. On the other hand, the chain-like Group-
VI alloy, Te,Se;.,, does not show any dramatic evolution.

RESULTS AND DISCUSSION
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FIG. 2. Amplitude of the FSDP in binary selenide glasses
as a function of x. Only neutron diffraction data are
plotted.

Region I: Random distribution of the NFC-related
structural units at x < 0.10-0.15. The FSDP amplitude
remains almost constant in this region (Fig. 2), while
characteristic trends appear in the FSDP position as a
function of composition (Fig. 3). In particular, we note a
distinct difference in the initial slope, 0Q./0x, for the
Group-1V (-2.2 A' atom®, x < 0.10-0.15), Group-V
As,Ser, (-0.52 At atom™, x < 0.4) and Group-VI (-0.11
Al atom?, x < 0.55) systems. The invariant FSDP
amplitude in this composition range suggests a random
distribution of the NFC-related structural units in the
disordered selenium network. Direct evidence of the
random/non-random NFC distribution is demonstrated in
the Ge,Se;, system. The absence of short Ge-Ge
correlations at ~3.0 A below x ~ 0.10, characteristic of
edge-sharing (ES) GeSey, tetrahedra [4,7], indicates a
random distribution of GeSe,, units. The short Ge-Ge
distances clearly appear at x > 0.14 indicating an
agglomeration of GeSe,, into a mixture of corner-sharing
(CS) and ES GeSey, tetrahedra. Raman data [12] are also
consistent with the edge sharing above x ~ 0.1, and recent
""Se NMR results also confirm agglomeration of GeSey,
tetrahedra at x > 0.11 [13]. A non-monotonic change in
the entropy of viscous flow at x ~ 0.1 [14] and in thermal
relaxation above x ~ 0.12 [15] correlate with a drastic
change in the network topology.

Binary Se Glasses
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FIG. 3. FSDP position in binary selenide glasses as a
function of x. The initial slope of the lines is given in the
text. The solid line for P,Se;., represents calculated Q;
values (see text for details). The dashed lines show limits
for the regions I, 11 and 111B (As,Sey.,).

The remarkably different slopes for two-, three- and four-
fold coordinated guest species reflect the magnitude of
changes in the intermediate and short-range order as
determined by the real-space functions and spectroscopic
data. An empirical equation was found to relate these

initial slopes to the guest » and host nq local coordination
numbers:

an _% 3_72_ n—ng
% =22 (no)( 2) | "

where 0Q1/0x(ng) is the initial slope for the Te,Se;..
glasses since n = ng = 2 in this case.

It is interesting to note that the term (3n/2) appears for a
disordered binary system of hard spheres as a result of
chemical ordering and relates the position of the first peak
in the Bhatia-Thornton concentration-concentration
structure factor Scc(Q) to the sphere diameter d [16]:

cc 37

= 2
Y )
Region II: Network formation by NFC-related structural
units at 0.10-0.15 < x <0.2-0.4. Above Group-IV and -V
atom concentrations of 0.10-0.15, the FSDP amplitude
increases dramatically, reaching a maximum for the
Group-IV  systems at the stoichiometric ASe,
composition, x = 0.33. In contrast, the FSDP amplitude in
the Group-V does not reach a maximum but the rate of
increase changes from nearly linear to parabolic at x = 0.2
(P-Se) and 0.4 (As-Se).

Regions IlIA and IIIB: Homopolar NFC-NFC bonds at x
> 0.2-0.4. The appearance of homopolar NFC-NFC first
neighbor correlations in the glass structure dramatically
changes the FSDP amplitude. As already mentioned, this
effect is different for the Group-IV and -V systems. A
sharp decrease in the FSDP amplitude observed in both
Ge,Se;., and Si,Se;, above the stoichiometric
composition x = 0.33 (Region Il1A) is related to the
change in the structural role played by the Group-IV
atoms. They no longer behave as network-forming
cations but depolymerize the network as a modifier. In
contrast, in the Group-V systems, the network
polymerization remains essentially invariant when P-P
(=2.23 A) or As-As (=2.53 A) homopolar bonds appear in
the network at x = 0.2 and x = 0.4, respectively, (Region
111B), consistent with **P NMR, "As NQR and Raman
spectroscopy results [17-19]. The parabolic increase of
the FSDP amplitude in this case appears to be related to
additional intermediate-range correlations caused by the
neighboring phosphorus or arsenic atoms in dimers and/or
to a progressive appearance of P,Ses/As,Se; cage
molecules above x ~ 0.5.

The behavior of the P-Se system is more complicated due
to multiple phosphorus sites (4- and 3-coordinated)
observed at low x in *P MAS-NMR and Raman
spectroscopy studies.  Our high-resolution diffraction
results in r-space also suggest mixed phosphorus
coordination at x < 0.1. The solid line in Fig. 3,
calculated using phosphorus distributions between 4- and




3-coordinated sites and P-P -related structural units
derived from NMR, Raman and neutron diffraction data,
reproduces the experimental FSDP position as well as the
continuous change of 6Q,/ox from a nearly 4-coordinated
to a 3-coordinated value at x ~ 0.2.

The observed structural features and trends at the IRO
level do not correlate with rigidity percolation limits
which predict specific changes in the glass network
dynamics at x = 0.2 for tetrahedral systems and at x = 0.4
for trigonal ones. It seems that the network dynamics and
static IRO structure are not closely related in case of
binary selenide glasses.

Summarizing, we have found that the compositional
evolution of the intermediate-range order is closely
related to variations in the local order. Consequently, the
FSDP reflects multiple changes in the glass network on
both the short- and intermediate-range scales: random vs.
non-random distribution of the NFC-related structural
units, homopolar NFC-NFC bond formation, network-
forming vs. modifier-like behavior, the appearance of
cage molecules, and the effect of local coordination of the
guest atoms, and these changes also correlate with
macroscopic properties.
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INTRODUCTION

The non-crystalline solid forms of water have been
intensively studied, and these studies have extended back
over the entire second half of the twentieth century.
Despite this intensive interest some fundamental
questions remain, foremost among these is the detailed
relationship between these non-crystalline ice forms and
super cooled liquid water and, more specifically, the
extent to which transformations in the amorphous forms
relate to transformations in the liquid. These non-
crystalline ices have been formed by several techniques
including vapor deposition, quenching the liquid and
pressurization and annealing of crystalline ice at low
temperature. At low pressure these have been mostly
characterized by a density very similar to low pressure
crystalline ice. These forms have become known
collectively as low density amorphous ice. The exact
relationship among the various amorphous forms at low
density remains unclear. At higher pressure and low
temperature crystalline ice amorphizes into a form whose
density is substantially greater than the other amorphous
forms, thus this form has been referred to as high density
amorphous ice. This high density amorphous form
exhibits a well known transformation to a low density
form upon decompression and annealing at ambient
pressure and upon recompression. Furthermore, this
transformation has often been observed to occur rapidly.
Thus the temptation has been to consider all the low
density amorphous forms as being nearly identical, and to
relate these to the glass formed by rapid low pressure
temperature quench of the liquid, and likewise, the high
density amorphous form to the glass formed by
temperature quenching the liquid at high pressure. By
extension then, the transformation between the high
density and low density amorphous forms might relate to
transformations in the glassy forms and even further into
the supercooled liquid regime. And that a two state model
of the amorphous-amorphous transformation might be
used as a basis to explain the structural transformation
processes evidenced in the liquid at higher temperature.
Toward further understanding these processes, we ask,
what is the detailed structural nature of the amorphous —
amorphous transformation process?
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Figure 1, shows various linear combinations (X S(Q)upa
+ (1-x) S(Q) Lpa) of the initial and final high density and
low density amorphous ice structural factors compared
with a measured intermediate relaxed structure factor
(blue line) as measured by both x-ray and neutron
diffraction. Clearly the two component model fails.

EXPERIMENTAL DETAILS

Over the past several years we have engaged in a
systematic series of studies regarding the transformation
processes in pressure induced amorphous ice using
complementary neutron scattering at IPNS (using the
GLAD and SEPD instruments) along side with high
energy x-ray diffraction experiments carried out at the
APS. In these experiments we have obtained time-of-
flight neutron diffraction data, structure factor functions
and radial distribution functions as the samples are very
carefully annealed at atmospheric pressure and during the
transformation from the high density form to the low
density form. These experiments were facilitated by the



intensity of the sources combined with the instrument
stability and low background levels. As such, several
datasets were collected very quickly under each annealing
condition giving a snap-shot of the sample structure. Our
first set of experiments detailed that the high density
structure actually relaxes through a process of continuous
network evolution, and since the instantaneous ‘relaxed’
structure is clearly unique, these studies showed that there
is no one definitive high density amorphous ice structure,
thus calling into question previously held assumptions
regarding the simple two component transformation
process. (see Fig 1). [1].

RESULTS AND DISCUSSION

Subsequent studies detailed that the network relaxation
process involved a continuous ‘unfolding’ of the oxygen
atoms that are located between the first and second
coordination shells in the amorphous network. During this
relaxation process these interstitial oxygen atoms were
clearly observed to smoothly move to greater distances
from near the first coordination shell and to eventually
form a well defined second coordination shell.

Figure 2. A schematic showing the location of a nearest
neighbour interstitial molecule in amorphous ice which
defines the local structure. Picture courtesy of Rob Hart.

There was no apparent discontinuity at these longer
distances that might indicate the structural process was
discontinuous. Despite the fact that the process is
exothermic, and once started can take place quickly, it is
likely that this smooth transformation sequence of the
network structure is independent of the transformation
While this is evident in our real space plots of the data
from both neutrons and x-rays [3] it can also be seen
empirically in the directly measured reciprocal space data,
and the data plotted in Figure 3 [4]. In general the first
peak in the structure factor function is representative of
the intermediate range ordering. The position of the peak
indicates the periodicity of the structural units in the
amorphous structure, while the height and width indicated
the extent of the ordering within the structure.
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Figure 3. There appears to be two stages to the process,
one where the first peak decreases in intensity and
broadens followed increasing intensity and sharpening.
The peak height vs peak position of the first strong peak
in the structure factor of various amorphous ice structures
including very high density amorphous ice.

As such, a plot of the peak height vs. the peak width for
all the data collected thus far clearly indicates the trend
from highly ordered amorphous structure in the highest
density form, through a rather disordered amorphous
structure traditionally referred to as high density
amorphous ice, into the new low density structure again
exhibiting considerable ordering.

The next series of experiments focused on the structural
relationship with a newly formed amorphous ice that is
synthesized by annealing the high density form at
elevated temperature, near the transformation to ice VI,
while under pressure. This form is known as very high
density amorphous ice. Using both neutron and x-ray
scattering it became clear that this annealed form
exhibited a significantly higher degree of intermediate
range ordering, i.e. ordering that extends into the glassy
network structure well beyond the first and second nearest
neighbor correlations, relative to the unannealed
‘traditional’ high density form. The general picture that
emerged was that the highest density network structure
(VHDA) exhibited considerable ordering, and that in the
high density form (HDA) this ordering was broken down
substantially and did not extend much beyond the first
few bond lengths, and in the low density form (LDA,
produced by heating the sample at atmospheric pressure
toward the low pressure crystalline ice form) introduced a
different network structure that also exhibited a



substantial level of intermediate range ordering relative to
the more disordered high density amorphous form.
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Figure 4. The real space differential distribution functions
of very high density amorphous ice including never
before seen details of the location of the oxygen ordering
in the very high density form.

The net result of these investigations was to call into
question the connection between the amorphous forms of
ice produced by compression and the glassy forms of
liquid water. It is likely that amorphous ice and the
transition between the forms is not an extension of the

structural process that takes place in the low temperature
liquid.
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INTRODUCTION

Investigation of the structure of high temperature and
metastable liquids is important in the development of new
glass and photonic materials and in fundamental studies
of liquid state phenomena such as nucleation and liquid
phase behavior [1,2]. The application of neutron
techniques complements X-ray studies and opens
opportunities for studies of oxides, nitrides and other low
atomic number elements [3-5].

Neutron-based measurements on high temperature liquids
are generally performed using furnaces with vanadium
shields that are limited to a maximum temperature of
~1400 K before structural integrity becomes problematic.
The use of containerless techniques:

(i) completely eliminates crucible-derived contamination
of melts,

(ii) expands the temperature range that can be studied,

(iii) avoids container-induced heterogeneous nucleation
of crystals, allowing access to deeply undercooled liquids
and metastable states, and

(iv) accesses pristine, free liquid surfaces.

Recent experiments [6-12] have shown the utility of using
containerless techniques in combination with neutrons.
The availability of very high flux neutron sources such as
the Spallation Neutron Source (SNS) being constructed at
Oak Ridge, TN [13] will enable fast measurements on
liquids to provide data on structural changes during
transient processes.

In this work, an aerodynamic levitator equipped with a
pure vanadium levitation nozzle and a 240 watt CO, laser
was integrated with a neutron beam line. Metal oxides
were levitated and studied at temperatures from 300 to
3300 K.

EXPERIMENTAL DETAILS

Neutron diffraction experiments were performed at the
Glass Liquids and Amorphous materials Diffractometer
(GLAD) at the Intense Pulsed Neutron Source (IPNS),
Argonne National Laboratory. Liquid samples were
studied using a levitation technique which completely
eliminated contact with container surfaces [11, 12].

Vaccuum chuck Laser Optics

Pressure
Transducer

Neutron beam

Figure 1. Diagram of levitator layout. Heating was
performed using a 240 Watt continuous-wave carbon
dioxide laser.  The levitation and laser beam heating
systems were controlled from a remote computer using a
LabView program.

The apparatus is illustrated in Fig. 1 and described in
detail elsewhere [11]. Initially, a thick-walled nozzle was
used. Later, a thin-walled nozzle with a wall thickness of
ca. 1 mm in the area intercepted by the neutron beam path
was used. The use of a thin-walled nozzle reduced
scattering and attenuation of the neutron beam, lowering
the errors by a factor of ~2 compared to the nozzle with a
5 mm thick wall [11]. Neutron diffraction experiments
were performed in the higher flux downstream sample
position at the beamline.  The neutron beam was
collimated to a rectangular profile 10 mm wide by 13 mm
high. Levitation was performed in argon at a total
pressure of ~0.5 bar with a beam path length through the
gas of approximately 10 cm. Scattered neutrons were
detected with a bank of *He-based detectors that covered a



continuous angular range in 20 of 3° to 117° in the
horizontal plane and + 11° from the vertical plane.

Figure 2. (Top-bottom): Photographs of the vanadium
nozzle. The laser beam system set up on GLAD. A video
image side-view of a levitated sample.

Data were acquired in one hour sets and combined into
single data sets for each composition before analysis.
Calibration data were obtained for the levitation nozzles
with and without a 5 mm diameter vanadium sphere

placed in the nozzle, a 6 mm diameter vanadium rod, and
the chamber with the levitator components removed. The
data for the liquids and glasses were corrected for
background, absorption, multiple scattering, and inelastic
effects using the ISAW software package that was
developed for analysis of disordered materials [14].

RESULTS AND DISCUSSION

Levitation of hot solids and liquids was performed at a
total pressure of approximately 0.5 bar using a gas flow
rate of ca. 500 standard cubic centimeters per minute.
Liquid samples were levitated for periods of up to 6
hours. Total data acquisition times were up to 22 hours
for the calcium aluminate composition, obtained using
four different samples. Measurements on liquid YAG and
ZrO, were limited to approximately 2 hours each. Mass
losses from the low vapor pressure samples were
negligible. Data from these samples has been published
elsewhere [11, 15]. Results obtained for zirconia at
temperatures from 25 to 3050°C are presented in Figure 3.
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Figure 3. Data from a 3mm diameter (~90mg) ZrO,
sphere levitated in an argon gas jet, heated using a 240W
CO, laser beam on GLAD.

Aerodynamic levitation utilizes a very compact levitation
device that can be integrated with beamlines. The small
levitator size and the use of vanadium nozzles practically
eliminated the effects of the sample “holder” from the
interpretation of the experimental data. The use of
uniaxial laser beam heating resulted in temperature



gradients due to cooling of the underside of the sample by
the levitation gas flow. In the case of low viscosity
liquids, stirring of the melt by convection effectively
distributes heat and decreases gradients to tens of degrees
in a 3 mm diameter drop. Experiments performed at
Containerless Research, Inc. (Evanston, IL) and at the
Advanced Photon Source at Argonne National Laboratory
(Argonne, IL) show that a second laser beam can be
introduced through the underside of the nozzle via the
nozzle orifice [16]. The use of underside heating reduces
temperature gradients and enables deeper undercooling of
the levitated liquid before the onset of crystal nucleation.
Further work to optimize two-sided beam heating would
expand the range of experiments that can be performed.

The levitation instrument was designed to be integrated
with the GLAD beamline. With modifications to the re-
entrant well and some ancillary components, the device
can also be integrated with beamlines such as the
NOMAD [17] instrument that is being constructed at
SNS. Ultimately, the high flux beamlines can extend the
scientific capabilities of a levitation instrument by
enabling fast measurements. Such measurements are
necessary to investigate subtle temperature- and
composition-dependent effects in fragile liquids, near the
approach to the glass transition, or during nucleation of
metastable phases. In addition, measurements made using
a small collimated neutron beam would enable complete
elimination of interactions with the levitation nozzle.
Plans are in place to develop a complementary levitation
capability for use at an APS beamline.
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Abstract

Soft and complex materials, such as proteins in
solutions, micellar systems and colloid suspensions, are of
great interest in many fields of science and in daily life
[1]. There is a common feature shared by all soft matters,
namely, structurally they are all characterized by a
hierarchical order in the mesoscopic scale. This feature it
in turn gives rise to a dynamical behavior characterized by
multiple relaxations, starting out initially by a short-time
Gaussian relaxation and followed with the so-called
Boson peak, then by a B relaxation and finally an o
relaxation, spanning many different temporal orders of
magnitude from picoseconds to seconds [2]. The origin of
a large variety of metastable or stable structural orders
and phases lies in the nature of the interparticle interaction
which depends on the external thermodynamical control
parameters including temperature, composition and
pressure.

Among the many members of the soft matter family,
colloids are a model system because of their unique
nature: In general the intercolloidal potential is short
ranged (i.e., small if compared with the typical particle
sizes) and, in addition, the ratio between the repulsive and
the attractive contribution can be easily manipulated.
Therefore, with the change of the interparticle interaction,
colloids exhibit a rich variety of phase behaviors. The
existence of different ordered liquid crystalline structures,
the liquid—liquid phase demixing line with a critical point
and a percolation transition line is typical of these
systems. These phenomena can be traced back to some of
the manifestations of the short-range feature of the
interaction potential [3].

Among all the different regions of the phase diagram,
probably the regions where the structural arrest states
(glassy states) are located is the most interesting one.
They are observed in many colloidal systems and their
vital importance to our daily life is reflected in the
following list: glue, shampoo, toothpaste and medical oral
gel are all examples of structurally arrested matter.
Despite their ubiquity, these structural arrested states are
notoriously ill-characterized scientifically: they cannot be
categorized as gaseous, liquid or crystalline states, in
terms of structure and dynamics. Therefore, although
colloidal glass is common in daily life, its scientific
investigation is a rather recent development due to lack of
its coherent physical picture [4].

In 1984, Gotze [5] and Leutheusser [6] simultaneously
pointed out a way to describe a discrete transition in a
liquid state based on a prediction of the Mode-coupling
theory (MCT), originally proposed to explain the so-
called high-density effects of the liquid state observed by
inelastic neutron scattering and computer simulations
around the triple point density [7]. Theoretically for the
liquid state, if its external control parameter, such as
temperature or volume fraction, exceeds a certain value, a
transition, characterized by the increasingly sluggish
structural relaxation making the liquid effectively behave
like a frozen disordered solids, will be triggered.

The connection between the kinetic glass transition
(KGT), or structural arrest transition in a colloidal system
with the MCT prediction was immediately realized. MCT
makes direct predictions about the density and the single-
particle correlators for a colloidal system when its
constituent particles interact via a given potential. These
calculated correlators can be tested directly by scattering
techniques and computer simulations. Experimentally it
was found that, for a spherical colloidal system treated as
a hard sphere fluid physically, the idea of depicting the
long-lived but nonequilibrium state of matter, in terms of
the concept of this dynamically arrested state, indeed
yields a generic and quantitative understanding of the
ergodic-to-nonergodic transition [8]. However, there have
been some anomalous dynamical observations, which
cannot be interpreted in terms of the theory based on the
hard sphere potential alone [9].

It is natural to ask whether a more complete picture of
the KGT can be obtained by modeling the interparticle
potential more accurately. The answer stems from a slight
modification of the hard sphere interaction potential and
has captivated a great deal of attention lately. Recent
MCT calculations show that if a system is characterized
by a hard core plus an additional short range attractive
interaction — for example, by an adhesive hard sphere
system (AHS) — a different structural arrest scenario
emerges [10]. In addition to the aforementioned glass
state called a ‘repulsive glass’ (RG), as a result of the
cage effect, a manifestation of the excluded volume effect
due to the existence of the hard core, an ‘attractive glass’
(AG) can form in which the motion of the typical particle
is constrained instead by cluster formation with
neighboring particles due to the short-range attraction.
Furthermore, it is predicted that the additional short-range



attraction provides extra stabilization force to the liquid
state and therefore creates a ‘liquid pocket’ at volume
fraction surrounded by re-entrant shapes of RG and AG
lines and beyond the hard sphere liquid-glass transition
limit. Dynamically, MCT predicts the intermediate
scattering functions (ISFs) of the ergodic states in the
liquid pocket region are characterized by logarithmic
decay in the B relaxation in the hydrodynamic region. Of
particular interest is the occurrence of an A; singularity at
which point the glass-to-glass transition line terminates.
MCT suggests that the long time dynamics of the two
distinct structurally arrested states become identical at and
beyond this point.

Our Small Angle Neutron Scattering (SANS) and
Photon Correlation Spectroscopy (PCS) measurements
results obtained from a micellar system provide
compelling evidence of the latest MCT predictions. The
micellar system studied in this experiment is prepared by
dissolving the Pluronic (BASF AG, Ludwigshafen,
Germany) L64 triblock copolymers, used extensively in
industrial applications, into D,O at different weight
fractions after suitable purification procedures. L64 is
made of polyethylene oxide (PEO) and polypropylene
oxide (PPO) and the chemical formula is
(PEO)3(PPO);4(PEO);3. Above 293 K, the copolymers
self-assemble into spherical micelles each with PPO
segments packed into a compact core and PEO segments
forming a corona around it. The short-range attraction
arises from the overlap of PEO chains in the corona
regions when two micelles approach one another [11].

The panels A and B shown in Figure 1 give the
evidence of the short-range nature of the inter-micellar
interaction potential: The intermediate scattering
functions (ISFs) measured at k = 0.00222 A™ and at the
two volume fractions (¢ = 0.525 and 0.535 respectively)
within the ‘liquid pocket’ as a function of temperature.
The ISFs measured in the ergodic states indeed exhibit a
logarithmic relaxation indicated by a straight-line fit at
intermediate time, (the signature of the AHS system),
followed by a power-law decay before the final
relaxation, in agreement with the predictions of MCT [11-
14].

The SANS absolute intensity distribution of a two-
phase system (the micelles and the solvent) is given by a
three-dimensional Fourier transform of the Debye
correlation function I'(r/A) with characteristic length

As_Los K. being the interaction peak position of

kmax
SANS intensity distribution. Therefore, by a simple
transformation of variables, the dimensionless, scaled
intensity distribution can be put into a unique function of

a scaled scattering wave vector y in the following form:
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where x=k r is the so-called
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invariant of the scattering. Thus, by plotting the scaled
intensity as a function of scaled variable y, all the
scattering intensity distributions at different temperatures
within a single-phase region should collapse into a single
master curve. It is shown that the dimensionless physical

quantity Kp.!(K..), named as the scaling height, is

2
()
proportional to the coordinate number of a reference
particle in a given phase; in other words, it contains the
information about the local order [11,13]. In this way, the
distinct local structures associated with different phases
occurring at different temperature ranges can be
identified, even for the glassy states where the theoretical
representations of the structure factor remain unavailable
due to their nonergodicity.
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Figure 1. The ISFs measure by PCS for the L64/D,0O
micellar solutions at various volume fractions and
temperatures.

Several sets of the scaling plots are shown in Figure 2
and the scaling heights for various phases are given in the
associated insets. At volume fraction ¢ = 0.450, all the
scaled intensity distributions are temperature independent
and indeed collapse into one single master curve,
indicating that the system is in the liquid state, because all
the scaled peaks are considerably broader than the
resolution function of the instrument. At ¢ = 0.522, the
transition between the ergodic (liquid) state and the
nonergodic (AG) state can be driven by varying the
temperature. It shows a substantial difference between the
local structure peaks of the resolution-limited nonergodic
state and a much broader ergodic state peak. Furthermore,
it should be noted that the transition shows a reentrant
behavior. Increasing ¢ = 0.532 and 0.536, the scenario is
similar to the previous example: a temperature dependent
degree of disorder again characterizes the system. As the
temperature rises, the system experiences a liquid-to-
glass-to-liquid transition. However, in addition to all the
similarities, when the temperature increases above 340K
the system is driven into another glassy state. By
increasing ¢ to 0.538, we drive the system into the phase
region, where the two glass-forming mechanisms nearly



balance each other. Changing temperature in turn affects
the well depth, and a transition from RG (lower
temperatures) to AG (higher temperatures) is triggered.
We see two distinct sets of resolution-limited peaks, with
the one for RG higher than the one for AG. Thus, we can
conclude that the RG is better ordered locally than AG. At
¢ = 0.544, we see that the two sharp peaks merge into one
sharp peak independent of temperature, signifying that the
local structures of the two glasses become identical.
Increasing ¢ further to 0.546, the situation remains the
same as in the previous volume fraction. This is proof that
the MCT indeed gives accurate predictions. [12-14]
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Figure 2. The scaling plots for the SANS intensity
distributions obtained from the L164/D,O micellar
solutions at various volume fractions and temperatures
and the phase paradigm predicted by MCT for the AHS
system.

Panels C and D represent ISFs measured at ¢ = 0.538
and 0.542. According to MCT, in this volume fraction
range, there is a possibility of observing a glass-to-glass
transition by varying the effective temperature. By
comparing the long time limits (Debye-Waller Factor,
DWEF) of the ISFs, the two different types of the glasses
can be identified by their respective DWFs, f ¢ ~0.5

and fkRG ~0.4. The reason for observing two different

values of DWFs can be identified as the different degrees
of localization of the density fluctuation having the
wavenumber k for the two types of glasses. Panel E gives
ISFs measured at ¢ = 0.544, where according to MCT, the
long time limits of the ISFs of the two glasses become
identical. In our measurements, the long time limit of the
ISF of the AG gradually decreases from 0.5 and gets
closer to 0.4, the long time limit of the ISF of RG.
Although the DWFs of these two types of glass are almost
identical, it is essential to recognize that there is a
significant difference between the dynamics of their
intermediate time relaxations. Panel F gives ISFs
measured at ¢ = 0.546. At this volume fraction, the long
time limit of the ISF of AG approaches close to 0.4,
which is the long time limit of the ISF of RG. This
indicates that beyond the volume fraction 0.544, the two

glasses merge into a single RG phase. Judging from
panels E and F, the experimentally determined volume

fraction for the A; singularity lies somewhere between ¢ =
0.544 and 0.546. [12-14]
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Figure 3. The experimental phase diagram of the L64/D,O
micellar system.

Figure 3 summarizes the essential results of the
extensive SANS and PCS data analysis. It contains the
known equilibrium, liquid-to-hexagonal crystalline phase
boundary (solid curve), the experimentally determined
KGT lines (dash curves) and the phase points where parts
of the experimental data are taken (symbols). This figure
gives several important pieces of information about this
system: first, only the metastable AG is observed within
the region where the true lowest free energy state is the
hexagonal liquid crystalline phase; next, RG only exists in
the region where the volume fraction is larger than 0.536.
It is interesting to see that there is a pocket of the AG
embedded in between two separate RG regions spanning
the volume fraction range between 0.536 and 0.544,
where the re-entrant glass-to-glass transition is observed.
From Figures 1 and 2, the two different glasses become
identical in local structure and long time dynamics in
hydrodynamic region at ¢ = 0.544 or greater.
Furthermore, judging from the DWF and the peak height
of the scaled intensity, the merged identical glassy state is
RG. Furthermore, important physical insights need to be
addressed for the phase region 0.53< ¢ <0.54 and 320< T
<340: At high temperature T~340K the dominating glassy
mechanism is the cage effect, therefore only RG is
observed. Upon cooling the temperature to T~330K, the
short range attraction is no longer negligible and
effectively makes the cages more compact and
simultaneously creates voids allowing micelles to diffuse.
Consequently the glass melts by cooling. Further lowering
the temperature to around 320K, the spatial
inhomogeneity becomes more significant. The transient
bonding among micelles become stronger and longer
lasting and in turn hinders the micellar diffusion and
results in another nonergodic state AG with a different
glass forming mechanism [12-14].
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Introduction

We have used neutron scattering to
delineate the molecular morphology and
phase stability of nano-objects blended with
linear polymers. Small angle neutron
scattering (SANS) has been an important tool
to understand peculiar nanoscale phenomena
that we have discovered. For example, we
used SANS to show that chemically
dissimilar nanoparticles are soluble at large
concentration even when the interparticle gap
is smaller than the polymer radius of
gyration. One would expect phase separation
caused by depletion flocculation would occur,
[1] yet, this nanoscale system does not follow
contemporary rules based on microscopic
arguments.

In other research we have used neutron
reflectivity to show that nanoparticles will
segregate to a hard substrate after thermal or
solvent vapor annealing a polymer film. This
has important implications since the
nanoparticles are found to stabilize the thin (~
50 nm) film which will not dewet the
substrate. Further, the utility of the films is
enhanced since this is an enabling technology
for sensors which suffer from dewetting
thereby reducing their utility and also allows
for nanoparticle self assembly.

We also used SANS to investigate the
molecular morphology of linear-dendrimer
diblock copolymers in solution. A low
molecular weight polystyrene chain swelled
the dendrimer without perturbing its native
sphere-like conformation. However, at larger
linear polymer molecular weights, the linear
block manipulated a transition of the
dendrimers’ morphology from sphere-like to
an extended, perhaps cone-like, conform-
ation. Control of this shape and size change
has potential for these unique macro-

molecular architectures to function as a novel
molecular building block or molecular
machine, and is discussed below.

Linear — dendrimer block copolymers [2]

Previous studies of linear-dendrimer
diblock copolymers, where a linear chain is
connected to the focal point of a dendrimer in
solution, have focused on the conformation of
the entire system. A full understanding of the
system necessitates pinpointing the relative
locations and morphology of each block.
Figure 1 illustrates three possible linear-
dendrimer diblock conformational states for a
system where the linear and dendrimer blocks
are compatible with each other. Each
conformational state pertains to different
relative locations of the two blocks. The first
state is a knitted coil, where the linear chain
weaves in and out of the dendrimer, thus the
dendrimer shields or partially shields the
linear polymer from the surrounding
environment. For this to occur, the dendrimer
must have enough free volume to
accommodate the linear block. A second
hybrid conformation consists of the linear
chain wrapping itself around the dendrimer,
thus shielding the dendrimer from the
surroundings and forming a unimolecular
micelle. This encapsulated dendrimer state
would occur when the linear block is
compatible with the surrounding medium and
the dendrimer less compatible, resulting in a
core-shell morphology. A third potential
molecular arrangement consists of the linear
chain completely expelled from the cavities
within the dendrimer. This could occur if
there is not enough free volume within the
dendrimer to contain the entire linear chain
and each component has similar solubility in
the solvent.
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Figure 1. Three potential conformational states of linear-dendrimer diblocks in solution: a. knitted

coil b. encapsulated dendrimer c. random coil.

We used SANS to distinguish between
these three states of a fourth generation poly
(benzyl ether) dendrimer — linear polystyrene
(G4-PBE-PS) hybrid block copolymer. Three
different molecular weight hybrids were
studied; 20kDa, 45kDa and 100kDa, which is
the sum of the G4 PBE dendrimer (M =
3288g/mol) and linear chain molecular
weights and thus the only difference between
the three hybrids is the molecular weight of
the linear block. The PS chain was also
deuterated (dPS) to allow contrast matching
experiments to be performed with SANS and
individually visualize each block.

The dendrimers behave as sphere-like
objects in both d°-benzene and d*-THF due to
the observed negatively sloped straight line in
the Guinier plots for compact objects (Figure
2). It is evident from the Guinier fits in Figure
2 that the dendrimer is larger in d®-benzene
than in d*-THF, with radii values of 1.73 +
0.03 nm and 1.35 + 0.04 nm, respectfully.

The dendrimer block conformation within
the hybrid block copolymers was determined
by dissolving the G4-PBE-dPS diblocks in
dS-THF, which is a contrast match for the dPS
block. These contrast match experiments
revealed that the dendrimer block’s size and
shape is dependent upon the linear block
molecular weight. The G4-PBE-dPS-20kDa
hybrid has a dendrimer block where the
branches adopt a ‘sphere-like’ shape, Figure
3a, just as the free dendrimer in solution,
Figure 2, yet the size of this sphere is
approximately 35% larger in the hybrid
system (>2x% change in volume). The
difference in size between the hybrid’s
dendrimer block and the free dendrimer in

solution is probably due to the linear chain
occupying space within the dendrimer,
resulting in  swelling and possible
development of the knitted coil morphology
shown in Figure 1. The two higher molecular
weight systems, G4-PBE-dPS-45kDa, Figure
3b, and G4-PBE-dPS-100kDa, Figure 3c, did
not show the expanded sphere-like
morphology and instead these two systems
have dendrimer blocks that are ‘rod-like’ in
shape [3]. According to the cylinder model,
the cylinder radius for the 45kDa and 100kDa
systems has values of 3.81+0.39 nm and
3.40+0.38 nm, respectively, making the
cylinder length of order 0.1 nm, suggesting a
disc-like morphology which certainly does
not represent the data.
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Figure 2. Guinier analysis for PBE
G4 dendrons in d®-benzene and d8-
THF at a concentration of 50
mg/mL, data fit for a compact
(sphere-like) object.
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dendrimer block is scattering as a sphere-like object. Inset is a modified Guinier analysis for
a rod-like object, which does not represent the data. b. Rod-like Guinier analysis for PBE-
dPS-45kDa hybrid in d8-THF at a concentration of 50 mg/mL. Inset shows the attempted
representation of data to Guinier fit for compact object. ¢c. Rod-like Guinier analysis for PBE-
dPS-100kDa hybrid in d8-THF at 50mg/mL. Inset is the Guinier analysis for a compact-

object, which is a poor fit due to curvature.

Rather, it is expected that the data are
represented by a cone-like or solid angle form
factor [4] and so the random coil
conformation demonstrated in Figure 1¢ may
be possible for the higher molecular weights
with the caveat that the dendrimer changes
shape. Thus, it is hypothesized that, as the
linear polymer molecular weight is increased,
the dendrimer goes from being swollen with
the linear polymer knitting in and out of it to
a dendrimer that is collapsed with significant
shape change and a linear polymer
surrounding it. It is hoped that the relative
size of the two blocks can be controlled in a
similar manner to have this molecule act as a
molecular machine.

Nanoparticle stabilized thin films [5]

We have shown that polystyrene
nanoparticles [6] can eliminate dewetting of
linear  polystyrene films after high
temperature annealing. As shown in Figure 4,
blends of polystyrene nanoparticle - linear
polymer do not dewet, or there is a marked
reduction in the dewetting velocity. Indeed,
Krishnan et al. [5] found that addition of 1%
nanoparticle caused a substantial decrease in

the dewetting velocity although it was not
completely eliminated under these conditions.

To probe why this unique phenonomenon
occurs, we performed neutron reflectivity
measurements on a 10 wt% representative
sample before and after annealing. The
neutron reflectivity measurements were
performed at the POSY2  neutron
reflectometer at Argonne National Lab. The
film was ca 17nm thick and was annealed
under vacuum at 140°C prior to the
measurement.

Neutron reflectivity data for a 10wt% blend
of 25.3kDa protonated nanoparticle blended
with 63 kDa deuterated linear polystyrene
film (R is the reflectivity) are shown in
Figure 5a. The scattering length density
profile generated from this model changed
more gradually than that for a sharp interface,
yet, the plateau for Rq" vs. q is a signature for
a fairly sharp interface. As seen in Figure 5a
it seems that the nanoparticles phase separate
to the solid substrate surface since other
scattering length density profiles do not
adequately represent the data at all.
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Figure 4. Optical micrographs of blends of linear polystyrene 75kDa with 25.3 kDa nanoparticle. All the
films were annealed for time >24hrs in vacuum: a. Pure PS, b. 1%, c. 5%, d. 10%, e. 15% and f. 20%
nanoparticle concentration. Note at 0.15-0.20 nanoparticle weight fraction (w), the dewetting is
completely eliminated (aerial fraction, 6 ~ 1.5-2.0). Film thicknesses are ca. 40nm and the length of the

scale bars are 100 pum.

One can convert this profile to a
concentration and this was done as shown in
Figure 5b with a scaled representation of the
nanoparticle in the lower right-hand corner of
the graph. It is clear that the concentration
profile changes substantially near the
substrate surface and that the concentration
profile correlates almost exactly with the
nanoparticle size.

The nanoparticle induced stability of thin
polymer films shown in Figure 4 thus
depends on the aerial coverage of the
segregated nanoparticles. The fractional areal
coverage (0) can be determined by a simple
mass balance from the following relation

0 =[A/2a] % ¢

where A is the film thickness, a, the
nanoparticle radius and ¢, the bulk
nanoparticle volume fraction. Once an areal
coverage of about a monolayer (Figure 4e) is
reached, then film stability is promoted.

It is believed that the linear polymer loses
too many conformations near the solid
substrate and “entropically pushes” the

nanoparticles to the substrate. Since the
nanoparticles can not move past each other
above a monolayer surface concentration, an
effective solid coating is formed by them
shielding unfavorable energetic interactions
between the substrate and the linear polymer.
Calculations suggest this is true, however,
other phenomena such as an induced nano-
rough surface formed by the nanoparticles
may partly cause the wetting behavior. This is
currently being investigated by us.

Fullerenes and their film stabilization
effect in solvent atmospheres [7]

One recent application of thin polymer films
has been in the field of chemical sensors.
Sandia National Laboratories has developed a
chemical sensor from an array of surface
acoustic wave (SAW) devices onto which a
specifically designed polymer is deposited.
When the analyte is present in the air, it is
absorbed into the polymer film, resulting in a
detectable shift in the frequency of the SAW
device. The sensor is tested, or
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Figure 5. The concentration profile of nanoparticles changes dramatically after high temperature
annealing. a. Reflectivity multiplied by reflectance wave vector to the fourth power (Rg*) vs. q for a
silanized silicon wafer spin coated with 63 kDa deutrated polystyrene blended with 10wt% 25.3 kDa
protonated, tightly crosslinked, polystyrene nanoparticles before and after annealing at 140°C for 2hrs
under vacuum. The dotted line represents the reflectivity profile fit if the nanoparticles phase separated to
the air interface. The solid lines represent the fits for the before and after annealed films as described in
the text. b. Nanoparticle concentration determined from the reflectivity data for the nanoparticle after
annealing. The nanoparticles are all at the solid substrate as demonstrated by the scaled nanoparticle

representation shown in the lower, right-hand corner.

challenged, by blowing various solvent
vapors across the polymer films. These
vapors include surrogates for aggressive
biochemical agents as well as those found
ubiquitously in the environment. It has been
seen however, that upon exposure of these
vapors, the polymer film can dewet from the
surface, rendering the sensor useless. We
have found, however, that the addition of Cg
fullerenes to polymer films can inhibit
dewetting upon exposure to solvent vapor.

We have found that a polystyrene film with
3 wt% addition of fullerenes demonstrates
vastly different behavior than a pure
polystyrene film upon exposure to a saturated
toluene atmosphere (Figure 6). The pure film
breaks up to form holes, which eventually
coalesce into droplets after 1 hour of
exposure. However, for the filled film after 3
hours of exposure, no dewetting is seen and
the film remains uniform. The fullerenes
stabilize the film upon vapor annealing just as
they have been shown to do upon high
temperature annealing. It is believed that the
stabilization mechanism may be similar to
that proposed by Barnes et al. [8]. Fractal-like
fullerene “trees” form at the substrate-film
interface influencing the polymer

conformation to produce a change in the
molecules’ surface energy. Further, the trees
pin the contact lines to inhibit dewetting,
allowing any nucleated hole to stop growing
and the film remains intact.

To test the hypothesis, neutron reflectivity
experiments were performed at POSY2 to
determine the location of the nanoparticles in
the polymer film. The first experiment
consisted of two samples that were prepared
by spin-coating a solution of PS with 3 wt%
Ceo relative to PS in toluene onto piranha-
cleaned silicon wafers that were 2 inches in
diameter and 0.5 mm thick. One of the
samples was tested immediately after spin-
coating while the other was first exposed to a
saturated toluene atmosphere for 3 hours. We
find that the fullerenes are near the polymer-
substrate interface immediately after spin-
coating. Further, the fullerenes stayed at this
position after solvent vapor annealing as
shown in Figure 7. Detailed modeling (Table
1) revealed that the nanoparticles formed a
layer approximately 2 nm thick which is
larger than the fullerene diameter (~ 0.7 nm).
This model (Substrate Model) agrees fairly
well with the data, while inverting the
nanoparticle and pure polymer layers’
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Figure 6. Optical micrographs of spin-
cast films on piranha cleaned silicon
wafers exposed to a saturated toluene
atmosphere. Insets show the film prior to
annealing (same scale bar). a. Pure
polystyrene film after exposure for 50
min. b. Polystyrene with 3 wt% fullerenes
after exposure for 3 hours. Films are 33

nm thick. )
positions (Air Model) or assuming the

nanoparticles are homogenously distributed
throughout the film (Homogeneous Model)
does not represent the data well. Further,
there is no change in the fullerene
concentration profile after vapor annealing
since the reflectivity profile does not change
as seen in Figure 7.

We hypothesize that during the spin coating
process, the fullerenes form a gel-like
network having ~ 29 vol% fullerenes, relative
to the PS, determined from the 2 nm thick
layer scattering length density, which shields
the substrate from the bulk polymer film.
This agrees with the recent work by Luo and
Gersappe [9] where they conclude that for
smaller, mobile particles, an increase in the
local viscosity occurs at the substrate forming
area network-like structure, thus inhibiting
dewetting. However, it could also be that the

layer nano-roughness also plays a part in
promoting wetting which is a current area of
active research.

Nanoparticle blends with polymers [10,11]

Our research incorporating both
nanotechnology and fluid flow seeks to
impart unique behavior in materials to
improve both processing and performance.
Recently, nanofillers have attracted the
interest of a variety of research groups as
these materials can cause unusual material
property enhancements. These enhancements
are induced by the presence of the
nanoparticles, their interaction with the host
matrix, and also quite critically, by their state
of dispersion.

The phase behavior for the dispersion of
colloidal particles in a polymer is well
established [12], with particle clustering or
phase separation occurring, as a result of
osmotic pressure differences around the
particle, when the polymer molecule becomes
larger than the average interparticle gap.

Contrary to the observation in colloid —
polymer blends, recent simulations have
shown that nanoparticles can slow down the
phase separation of two incompatible
polymers, suggesting the use of nanoparticles
as compatibilizers in polymer blends [13].
There have also been some experimental
studies on the dispersion and distribution of
nanoparticles in polymer blends, suggesting
enhanced miscibility of nanoparticles in
polymers. For example, in our previous work
we showed that 2.7 nm radius polystyrene
nanoparticles [10] could be blended with
linear polystyrene to large volume fraction (¢
~ (.5) without the expected phase separation.

In the present work, we used SANS to
study two disparate nanoparticle-polymer
systems. First we investigate the effect of the
addition of shape persistent polystyrene (PS)
nanoparticles (NP), synthesized by intra-
molecular crosslinking of linear PS [6], to
linear PS creating a blend with the simplest
enthalpic interactions between the
components. This system was thus ideal to



Table 1. Three models of the reflectivity data given in 8

Figure 8 where the fullerene rich layer is next to the 6 —— Substrate Model N
silicon wafer (Substrate Model), next to the air interface 4 4= = = Air Model 1
(Air ~ Model) or  homogenously  distributed —--- Homogeneous Model |1

(Homogeneous Model). The layer thickness and
scattering length density (SLD) were optimized in the
Substrate Model to achieve the best fit. Modeling was
performed with Parratt32 from HMI Berlin.

Thickness SLD (106
Model Layer A) A?)
1 295 1.41 10™° H
8 H -V
Substrate 2 20 2.66 6 -
000 002 004 006 008
wafer - 2.07 4
q(A%)
1 20 2.66 Figure 7. Neutron reflectivity data and
Air 2 205 1.41 model calculations for polystyrene films
with 3 wt% fullerenes before (circles) and
wafer - 2.07 after (squares) exposure to a saturated
1 315 1.49 toluene vapor. There is no change in the
Homogeneous reflectivity profile.
wafer - 2.07
delineate the effect of particle size on the 1000
. . oqe E‘E‘ T T T 1T I T T T T T 1 171
miscibility of the blend. Next, we look at the . O PS 393K+ hyper. PE - 2% blend
miscibility  of  dendritic  polyethylene 100 s, S 7ok vper PE-23%blend |
1 1 1 . M Radius: 11.6 £ 0.1
nanoparticles [14] in linear 'polystyrenfa. X R;;TJS S e
Polystyrene and polyethylene is a classic e
phase separating system. Thus, these two e
systems probe the two limits for the enthalpic % L
interactions between the nanoparticles and the =
linear polymer chain.
. . . 0.1 -
The intensity as a function of the wave
vector g, obtained from SANS, is shown in 001 L Eoren 5raa 0.02 1
Figure 8 for the blends of the dendritic N been
. . . 4 5678 2 3 45678
polyethylene  nanoparticles with linear 0.01 0.1
polystyrene of two different molecular q (A7)

weights (My, = 393 kDa and M,, = 75 kDa).
For the lower molecular weight linear
polystyrene, a power law scattering pattern at

Figure 8. Polyethylene - polystyrene blends
can produce a stable system provided the
appropriate molecular architecture is used.

low q is evident. Such a power law is a clear The figure shows SANS data obtained for
indicator of the phase separation in the blend. the blends of dendritic polyethylene
However, in the case of the higher molecular nanoparticles with linear polystyrene of two
weight polystyrene, no phase separation different molecular weights (75 kDa and 393

occurs, as is evident by the absence of power kDa). Fractal-like scattering at low wave
vector for the lower molecular weight

law scattering at low q. In fact, the scattering material indicates phase separation which is
profile can be fitted quite well to a not present with the higher molecular weight
polydisperse sphere model, as shown. polymer. The mean radius of the dendritic

A phase diagram was developed from this polyethylene is determined to be 11.6 nm

and other data for various miscible and with a polydispersity of 8.3 nm which agrees
well with electron microscopy results.



immiscible blends observed for both
polystyrene nanoparticles in linear
polystyrene and dendritic polyethylene
nanoparticles in linear polystyrene as shown
in Figure 9. The solid line shown in the figure
represents the limit where the radius of
gyration of the polymer is equal to the radius
of the nanoparticle.

Thus, from this figure it is evident that
nanoparticles can be dispersed in linear
polymers, despite chemical dissimilarity,
when the nanoparticle is smaller than the
linear polymer. If the particle is larger than
the polymer, phase separation occurs, even
polystyrene nanoparticles phase separate
from linear polystyrene! In addition, from
other neutron scattering experiments, we find
that the linear polymer becomes distorted on
the addition of nanoparticles in the stable
systems and is far from its equilibrium
conformation. This aspect demonstrates the
uniqueness of nanoscale thermodynamics as
phase separation is expected (i.e. depletion
flocculation) and it is believed that the
nanoparticles are stabilized by enthalpic gain
[15].

When properly dispersed, addition of
nanoparticles was shown for the first time to
cause a large reduction (up to 90%) in the
melt viscosity of the system [10,11], a result
at odds with Einstein’s century old prediction
[16] and experimental observations of the
viscosity increase particles provide to liquids
and melts (i.e. slurries and suspensions). The
above and other quite interesting and unusual
nanoscale phenomena including enhance-
ments in the thermal, electrical and
mechanical properties of the composite have
been discovered, explained and aided by our
research work at IPNS.

Conclusion

We have used the neutron scattering
facilities at IPNS to conduct a variety of
studies as described above. Utility of the
neutron scattering and reflectivity
instrumentation at  Argonne  National
Laboratory has been invaluable to our
research, allowing wus to investigate
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Figure 9. A phase diagram where the filled
circles represent data where phase separation
was detected and the open circles where
miscibility occurs, open circles with an X
represent conditions where some agglomeration
was detected by SANS, yet, large scale phase
separation was not present. Circles denote the
crosslinked polystyrene nanoparticle — linear
polystyrene system; and triangles, dendritic
polyethylene — linear polystyrene system.

phenomena key to national defense and
industrial products.
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SOLVATION AND AGGREGATION OF ASPHALTENES IN MODEL
PETROLEUM MIXTURES

Keith L. Gawrys and Peter K. Kilpatrick, Chemical and Biomolecular Engineering, North Carolina
State University

Asphaltenes, the portion of crude oil insoluble in n-
alkanes (such as mn-heptane or n-pentane), are well
known for their tendency to associate in solution and
adsorb at interfaces, linking the solubility class to
petroleum production problems such as pipeline
deposition and water-in-crude oil emulsion formation.
Asphaltenes are comprised of a polydisperse mixture of
chemically heterogeneous species that can vary greatly
from one crude oil to another. Asphaltene molecular
structure is generally characterized by the presence of
fused ring aromatic moieties, small aliphatic side
chains, and polar heteroatom-containing functional
groups capable of participating in proton donor-
acceptor interactions (e.g., carboxylic acids, carbonyls,
phenols, pyrroles, and pyridines). See Ref. 1 and 2 for a
detailed overview of asphaltene chemical and physical
properties. Figure 1 shows a cartoon schematic
depicting an asphaltene monomer and a small oligomer
formed by the interaction of aromatic groups and/or
polar moieties.

Over the past five years, we have used the small-
angle neutron diffractometer (SAND) at IPNS to study
the roles of chemical composition and solvency on the
aggregation and solubility behavior of asphaltenes. In
our earliest experiments, small- angle neutron
scattering (SANS) studies were performed on more
soluble (i.e., “soluble’) and less soluble (i.e.,
“precipitate”) fractions of “whole” asphaltenes
dispersed in model crude oil solvents (e.g., mixtures of
deuterated n-heptane and toluene)’. Enhancement of
polar and m-bonding interactions for the less soluble
fractions indicated by elemental analysis results was
reflected by the relatively large aggregate sizes for the
“precipitate” fractions compared to the “whole” and
“soluble” fractions. The “precipitate” fractions

(a)

polar moiety

aromatic group

aliphatic'bridge

contributed the majority of species responsible for
asphaltene aggregation. In another study, SANS
measurements were performed on asphaltene solutions
in mixtures of heptane-toluene with various
concentrations of added resins®. In general, the addition
of resins to asphaltenes reduced the aggregate size by
disrupting the m-m and polar bonding interactions
between asphaltene monomers. Interaction of resins
with asphaltene aggregates rendered the aggregates less
interfacially active and thus reduced emulsion stability.
The propensity of asphaltenes to form stable water-in-
crude oil emulsions was ultimately related to the extent
of asphaltene aggregation and the solvating power of
the crude oil media. Asphaltenes maintain a delicate
balance among solvency, aggregation, and interfacial
activity that is related to the chemical composition of
the participating components.

We refer to the separation of asphaltenes into two
more and less soluble fractions as a so-called “coarse”
fractionation experiment. In later experiments,
asphaltenes from three different crude sources (i.e., B6,
HO, and CS) were separated on a preparatory-scale into
20 to 30 discrete or “fine” fractions by sequential
precipitation in mixtures of heptane and toluene’.
Coefficients of linear correlation for the chemical
composition, solubility, and aggregate size parameters
provided a statistical means of determining the
properties of the asphaltene fractions that promoted
aggregation and precipitation. Table 1 summarizes the
coefficients of linear correlation for B6 and HO
asphaltene fractions. Aggregation in B6 asphaltenes
was most highly correlated to atomic N/C and H/C
ratios and was consistent with previous scattering
experiments. The relatively high correlation of N/C

(b)

entrained solvent

Figure 1. Schematic representations of (a) an asphaltene monomer and (b) an asphaltene tetramer in a mixture of

aromatic and aliphatic solvents.



Table 1. Coefficients of linear correlation for chemical composition, solubility, and aggregate size parameters of B6

and HO asphaltenes

B6 5 HIC NIC Na/C CalC KIC Mg/C 149 AT FelC NilC Re

5 1.000

H/C -0332 1.000

NIC 0.755 0381 1.000

sic 0267 -0.157 0381

olc 0.298 -0.082 0.282

Na/C 0451 -0.264 0.142 1.000

CalC 0348 -0.094 0.049 0.893 1.000

K/C 0439 -0.172 0.109 0971 0.966 1.000

Mg/C 0350 -0.106 0.059 0.898 0.999 0.968 1.000

v/IC 0.501 0332 0.765 0334 -0.397 -0.360 0391 1.000

AlIC 0307 -0.078 0.026 0.884 0.997 0.961 0.99 0414 1.000

Fe/C 0323 0.050 -0.002 0.770 0.897 0.856 0.893 -0320 0.902 1.000

Ni/C 0366 0231 0.651 -0.525 -0437 -0.486 0433 0.875 -0.460 -0.395 1.000

Rg 0.530 -0.580 0.683 0.115 0.073 0.106 0.080 0.466 0.050 -0.005 0475 1.000

HO 5 HIC NIC Na/C CalC KIC Mg/C VIC AIIC Fe/C NilC Rg

5 1.000

H/C -0.404 1.000

NIC 0416 0312 1.000

Na/C 0374 0219 0366 1.000

CalC 0.500 -0.025 0.291 0.503 1.000

K/C 0362 0316 0.406 0.958 0391 1.000

Mg/C 0441 0.014 0276 0.480 0.995 0369 1.000

v/IC 0.623 0210 0237 0.536 0.495 0.521 0443 1.000

AlIC 0401 0.056 0.225 0419 0.981 0.295 0.980 0430 1.000

Fe/C 0.209 0.295 0345 0.108 0399 -0.016 0393 0319 0395 1.000

Ni/IC 0.780 -0370 0279 0412 0420 0423 0357 0.942 0342 0.285 1.000

Rg 0.895 0515 0.249 0410 0311 0.403 0.242 0.645 0.186 0.167 0.810 1.000
ratio with vanadium and nickel contents in B6 surface roughness (i.e., D ~ 3) while the largest

asphaltenes suggests that interactions of chelated
porphyrin compounds are important in the asphaltene
aggregation mechanism. In fact, vanadium and nickel
contents provided the highest correlation to aggregate
size and solubility parameter in HO asphaltenes.

Small-angle neutron scattering (SANS) has proven
useful for deducing the sizes and morphologies of
asphaltene aggregates in solution. Various intra-particle
structure factor models have been applied in the past to
determine aggregate size parameters from scattering
intensity curves of asphaltene solutions, but not all of
these models accurately reflected the morphology of
the asphaltene aggregates in solution. In another study,
we showed that an oblate cylinder model with radius
polydispersity best described the shape of asphaltene
aggregates®. The polydisperse oblate cylinder model
provided the lowest reduced %> values of the various
geometric models applied and values of the I, and R4
parameters that were consistent with Guinier
parameters.

The polydisperse radius oblate cylinder model and a
small-particle mass-fractal model were used to analyze
the SANS scattering curves obtained for 108
asphaltene samples possessing a wide variation in the
chemical composition of the asphaltenes and solvent
quality’. Values of the apparent fractal dimension from
the mass-fractal fits appeared to decrease with
increasing aggregate size, suggesting that the smallest
aggregate formers were more globular with little

aggregate formers were more dendritic with higher
surface roughness (D ~ 2.2 to 2.4). Typical values of
the aggregate thickness from the polydisperse cylinder
fits ranged from 5 to 32 A, while the average particle
radius ranged from 25 to 125 A. The polydispersity in
the particle radius appeared independent of the particle
size and was approximately 30%. Assuming an
asphaltene monomer consists of groups of condensed
aromatic rings containing polar moieties that are
interconnected by aliphatic chains (i.e., the
“archipelago” model of asphaltene structure), the
asphaltene aggregation mechanism might proceed
through a series of localized stacking interactions of
aromatic rings. The physical linkage of one ring system
to another in a monomer somewhat increases the
particle thickness, but significantly expands the
aggregate in the radial dimension, where polydispersity
in the aggregate size is most evident. Consistent with
this presumed means of aggregate growth, the mean
“aspect ratio” of these oblate cylindrical aggregates
given by R,,,/L. was observed to increase as aggregate
radius of gyration or size increased (Figure 2).

Figure 2. Correlation of particle aspect ratio with
average aggregate size parameters obtained from the
polydisperse cylinder model for asphaltene fractions in
mixtures of d-heptane and d-toluene. Inset shows a
schematic representing an asphaltene aggregate of
cylindrical shape.
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Figure 2. Correlation of particle aspect ratio with
average aggregate size parameters obtained from the
polydisperse cylinder model for asphaltene fractions in
mixtures of d-heptane and d-toluene. Inset shows a
schematic representing an asphaltene aggregate of
cylindrical shape.

Discrepancies between average aggregate molecular
weight values obtained from two independent methods
suggested the need to include solvation effects in the
calculations. Assuming that entrained solvent
contributed to the coherent scattering of neutrons
within the aggregates and effectively modified the
scattering contrast between the solute and solvent, we
estimated the amount of solvent entrainment in
individual samples by forcing parity of the molecular
weight calculations. Figure 3 provides estimates of
entrained solvent within aggregates for solutions of
various asphaltenes (1 % wt.) in mixtures of d-heptane
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Figure 3. Estimated extent of solvent entrainment
within aggregates as a function of aggregate size for
asphaltene fractions dispersed in mixtures of d-heptane
and d-toluene.

and d-toluene. Solvent entrainment within the
aggregates roughly varied from 30 to 50% (v/v). These
analysis methods may be extended to the determination
of solvent entrainment within asphaltene-stabilized
films observed in water-in-oil emulsions and the
determination of selective solvent partitioning within
asphaltene aggregates.

Changes in the apparent aggregate mass with
concentration indicated deviations from ideal solution
behavior (i.e., non-interacting asphaltenes plus
solvent), which were quantified through the
determination of aggregate second virial coefficients
(A,)%. A, values were previously reported or inferred of
source  crude, chemical composition, solvent
conditions, and the influence of selective
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Figure 4. Correlation of second virial coefficients to
atomic H/C ratio for (squares) asphaltenes, (circles)
resins, and (triangles) mixtures of asphaltenes and
resins in d-toluene.

solvating agents on asphaltene A, values from SANS
and VPO experiments studying asphaltenes in toluene
and 1,2-dichlorobenzene; however, this study was the
first to investigate the roles

Results of the second virial determination for Hondo
asphaltenes (0.25 — 4 % w/w) in d-toluene and 90:10 d-
toluene: d-methanol (v/v) indicated that the aggregates
experienced net repulsive interactions at these solvent
conditions with A, values on the order of 10° mol
cm’/g®. A negative A, value was observed for HO2
asphaltenes in 40:60 d-heptane: d-toluene at the same
concentration range, indicating flocculation (i.e.,
attractive interactions) of the aggregates. B6 resins
effectively reduced the aggregate mass of HOI
asphaltenes in d-toluene and increased the magnitude
of the observed A, values, likely through the disruption
of aromatic m-bonding interactions within the
aggregates. A, values appeared to vary significantly
with chemical composition, specifically atomic H/C of



the solute mixture (Figure 4), suggesting that the
interactions between asphaltenes, resins, and the d-
toluene solvent are strongly dominated by dispersion
and m-bonding interactions.

The magnitude of the experimentally measured A,
values generally under-predicted or agreed with the
values of A, calculated from an excluded volume
model, suggesting that the types of interactions
between the solute and solvent are not completely
steric repulsive. The structure of asphaltene aggregates
is more diffuse than that of a rigid body; thus, energetic
interactions of the solute and entrained solvent are
significant.
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MECHANISM AND ENERGETICS OF THIRD PHASE FORMATION IN
TBP SOLVENT EXTRACTION OF METAL SALTS

Renato Chiarizia, Chemistry Division, Argonne National Laboratory
Pappannan Thiyagarajan, IPNS Division, Argonne National Laboratory

The Problem

Liquid-liquid extraction has played a fundamental
role in the development of nuclear science and
technology, as the recovery of uranium and plutonium
from irradiated fuel and the treatment of liquid nuclear
wastes are largely based on solvent extraction
separations. However, after several decades of studies
and practical applications of liquid-liquid extraction to
metal separations, some aspects of this technology
remain insufficiently understood, as, for example, the
unwanted phenomenon of third phase formation. Third
phase formation is observed when, at high metal and/or
mineral acid loading of the extractant, the organic
phase splits into two liquid phases of different
densities. The lighter phase contains most of the diluent
and low concentrations of extractant and solutes, while
the heavier or “third” phase is a highly concentrated
solution of extractant, metal and acid. The splitting of
the organic phase is the scourge of solvent extraction
practitioners, since plants are designed to operate with
two, not three, liquid phases. Furthermore, in the
nuclear field, it is essential to avoid the risk of
concentrating fissile materials in third phases because
of criticality concerns.

Although a few qualitative explanations for third
phase formation have appeared in the literature'”, a
thorough physico-chemical description of this
phenomenon is still lacking. A primary reason for this
deficiency is that studies of metal extraction are usually
approached from a metal-centered standpoint using
models and procedures appropriated from coordination
chemistry. For example, studies of metal solvent
extraction are generally performed under the ideal
conditions of low concentrations of cations and
extractants that generally promote the existence of
discrete, mononuclear metal-extractant complexes in
the organic phase.

The complexes identified in this way, however, are
very unlikely to exist under the conditions met in
practice, where the extractant concentration is generally
high and the organic phase often approaches saturation
with respect to the extracted species. Under these more
realistic conditions, the discrete metal-extractant
entities familiar to coordination chemistry undergo
self-assembly leading to the formation of much larger
species, and to phase separation phenomena. We
believe that these phenomena can only be understood
by complementing the metal-centered approach
traditionally followed in coordination chemistry, with a
ligand-centered approach in which the major emphasis
is on interactions between the molecules of the
extractant and between its metal complexes. For this

reason, we have started an investigation of self-
assembly phenomena and third phase formation with
the goal of achieving a comprehensive description of
mechanism and energetics of third phase formation in
solvent extraction through a combination of
coordination chemistry and concepts and techniques
that are common in colloid chemistry.

The most important extractant molecule in nuclear
technology as well as in other hydrometallurgical
separations of industrial interest is the PUREX
extractant tri-n-butyl phosphate (TBP) dissolved in an
alkane diluent®. TBP selectively extracts uranium (VI),
thorium (IV) and plutonium (IV) nitrates from nitric
acid solutions leaving behind most fission products and
the transition elements’. We elected to conduct our
investigations of third phase formation in this
important system for which no prior investigations
have addressed the structures formed in the extractant
phase at high solute loading.

Phase Diagrams and SANS Measurements

For each system investigated and for each set of
experimental conditions, such as, diluent, TBP
concentration and aqueous phase acidity, we
determined the composition of the various phases in
equilibrium before and after the critical point of
organic phase splitting. A typical set of distribution
data is shown in Figure 1 for the system composed of
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Figure 1. Distribution isotherm and simplified phase
diagram for the distribution of Zr(NO;), between 7.7 M
HNO; (blue circles) or 10.2 M HNO; (red squares) and
0.73 M TBP in n-octane at 23+0.5 °C.

nitric acid and zirconium nitrate in the aqueous phase



and 0.73 M (20% (v/v)) TBP in n-octane.

In the figure, the critical point for each aqueous
acidity is indicated as the LOC (limiting organic
concentration) condition, i.e., the highest concentration
of Zr(NOs;), that can exist in the TBP phase without
third phase formation. The points on the left of the
LOC conditions refer to a biphasic system; those on the
right refer to a triphasic system where the aqueous
phase is in equilibrium with two organic phases, one
containing very little solute, the other one containing
most of the organic metal salt. The extractant, TBP in
this case, also distributes asymmetrically in favor of the
heavy phase after reaching the LOC condition. The
critical point for phase splitting is a strong function of
temperature. Therefore all the experiments were
conducted at the constant temperature of 23+0.5 °C.

The key tool in our studies of the aggregates in
organic solutions of TBP after extraction of metal
nitrates and nitric acid was the technique of small-angle
neutron scattering (SANS). By using deuterated
diluents, the large difference in the ability of 'H and *H
to scatter neutrons assists greatly in defining the size
and shapes of structures created as solutes molecules
spontancously organize. We applied the SANS
technique to investigate third phase formation in the
extraction of uranyl, thorium, plutonium and zirconium
nitrates by TBP dissolved in n-alkanes at
concentrations (20-30% (v/v)) representative of the
PUREX process’ "4 The measurements were performed
at the time-of-flight small-angle neutron diffractometer
(SAND) at IPNS". A typical set of SANS data is
shown in Figure 2 for the extraction of increasing
amounts of Th(NO;); by TBP, up to the LOC
condition. The data in Figure 2 clearly show a
pronounced increase in scattering intensity in the low Q
range for increasing amounts of metal nitrate
transferred into the organic phase up to the LOC
condition. This intensity increase has been the subject
of our modeling efforts.

Model Development

We have interpreted the increase in scattering
intensity with an increase of the metal concentration in
the organic phase by using two different models:
particle growth and particle interaction. The particle
growth model assumes that any increase in scattering
intensity observed in the low Q region arises from an
increase in size of non-interacting particles as more
metal salt or acid is extracted into the TBP solution.
The SANS data for all systems investigated could be fit
satisfactorily by using Guinier and modified Guinier
analysis for rod-like particles and the form factors of
cylinders or ellipsoids of rotation. However, according
to this model, the critical LOC condition was always
characterized by weight-average TBP aggregation
numbers, n, that could reach values as large as 50 and
higher, indicating the formation of very large
cylindrical or ellipsoidal “super-aggregates” with

radius and length values up to ~13 and ~200 A,
respectively. These results were considered unrealistic,
because there are no reports in the literature describing
aggregates of this size in organic solutions of TBP.
Since TBP third phases are typically formed under
conditions in which ideal behavior can no longer be
assumed (high solute concentrations), we decided that
it was prudent to re-examine our SANS data using a
different model.
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Figure 2. SANS data and best fit curves for the
extraction of Th(NO;)4 from 5 M HNO; by 0.73 M
TBP in n-octane at 23+0.5 °C. See text for the fitting
procedure.

We concluded that a more realistic picture of the
TBP aggregates in solution could be obtained by
applying concepts frequently used in colloid chemistry.
The links between TBP coordination chemistry and
colloid chemistry stem from the facts that: i) all
extractants, including TBP, are by definition
amphiphiles, i.e., they have both polar and non-polar
components in the same molecule; ii) TBP is known to
form small reverse micelles in non-polar diluents'®; iii)
third phase formation strongly resembles cloud-point
phase separation'’. Based on these considerations, we
hypothesized that the increase in scattering intensity as
the conditions of phase splitting are approached may be
better interpreted by using a model based on
interactions between small TBP reverse micelles rather
than on micellar growth. In this case, success depends
on the ability to evaluate the structure factor, S(Q), that
describes the correlation between micelles due to
intermicellar interactions. A convenient way to
calculate short-range interactions between colloidal
aggregates is offered by Baxter’s model for hard
spheres with surface adhesion (also known as the



“sticky spheres” model)'”". Some features of the

model, relevant for this work, are shown in Figure 3.
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Figure 3. Schematic representation of the interaction
between small TBP reverse micelles containing
zirconium nitrate, nitric acid and water in their polar
core.

In Figure 3, r is the distance between two particles,
dy is the hard sphere diameter, i.e., the distance from
the origin below which the particles become
incompressible, and (3-dys) represents the width of a
square-well attraction potential. When the distance
between the left rims of two particles equals dys (i.e.,
the particles are in contact), the repulsion becomes
infinite, while for a distance larger than §, the attraction
between particles vanishes. For a distance larger than
than dps but smaller than 8, the particles experience
attraction. In this case, it is possible to calculate an
approximate value of the potential energy of attraction
(negative) between two hard spheres, U(r), expressed in
kgT units (where kg is the Boltzmann constant),
through the equation:

U(r)=dli%3 ln[12r(5;7dhs)] for dps <r<39 (1)

hs

Use of eq. 1 requires knowledge of the parameter .
The reciprocal T, 7!, also expressed in kgT units, is the
“stickiness parameter” and its value is higher when the
adhesion between particles is stronger. The limit in eq.
1 indicates that the calculation of the interparticle
attraction potential energy is valid only when the
attractive well is extremely narrow, i.e., with a width
within 10% of the particle diameter ((d - dy) / dys <
0.1). An important advantage of Baxter model
approximation is that analytical expressions have been
derived for the structure factor S(Q) in terms of the
parameter 719,

Results and Discussion
To apply the Baxter model to our SANS data, the
neutron scattering intensity was expressed as:

1Q) =1V, (pyps)’ P(Q) S(Q) + Line 2

where 1) is the solute volume fraction, V, is the particle
volume, p, and p; are the scattering length densities of
the extractant and solvent, respectively, P(Q) is the
form factor of a sphere having a radius equal to dyy/2,
S(Q) is the structure factor, and I;,. is the incoherent
scattering background. The three parameters I, dys
and t were used as independent fit parameters and were
optimized using the nonlinear curve fitting features of
the Origin™ program (Microcal Software, Inc.). Figure
2 (continuous lines) shows the fit to the SANS data in
the figure together with the fit parameters for the LOC
sample. Similar results were obtained for all other cases
investigated. Figure 4 shows the strong sensitivity of
the calculated I(Q) values to small variations in the dp
and t parameters for one of the thorium nitrate — TBP
samples.
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Figure 4. SANS data and I(Q) curves calculated with a

+5% variation of the t and dy¢ values for the extraction

of Th(NO;), from 2.5 M HNO; by 0.73 M TBP in n-
octane at 23+0.5 °C.

Figure 5 shows the calculated P(Q) and S(Q) curves
together with the experimental and calculated I(Q)
values for the same sample as in Figure 4. The S(Q)
curve exhibits a pronounced maximum at Q = 0.5 A
This Q value corresponds to the correlation distance
between interacting particles, d, through Bragg’s law in
the form d = 2m/Qua. For all samples and systems
investigated, the correlation distance provided by the
maximum in the S(Q) curve was systematically about 2
A shorter than the dy value, indicating that the two
interacting micelles are not completely hard but
interpenetrate to some extent. For each sample, the
value of the hard-sphere diameter, d, obtained from
the Baxter model fit of the SANS data, was used to
calculate the volume of the spherical scattering
particles. From the composition of each sample, it was
possible to calculate the volumes of the polar core and