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Foreword 

The 25th Anniversary Edition of the IPNS Progress Report is being published in recognition of 
the Intense Pulsed Neutron Source’s first twenty-five years of successful operation as a user 
facility.  

 
For this report, authors were asked to prepare articles that highlighted recent scientific 

accomplishments at IPNS, from 2001 to present; to focus on and illustrate the scientific advances 
achieved through the unique capabilities of neutron studies performed by IPNS users; to report 
on specific activities or results from an instrument; or to focus on a body of work encompassing 
different neutron-scattering techniques.  Articles are also included on the accelerator system, 
instrumentation, computing, target, and moderators. 

 
A list of published and “in press” articles in journals, books, and conference proceedings, 

resulting from work done at IPNS since 2001, was compiled.  This list is arranged alphabetically 
according to first author.  Publication references in the articles within this report are listed by last 
name of first author and year of publication.  Other references not part of the IPNS publications 
list are listed at the end of each article. 

 
From the startup of IPNS in 1981, our goal has been the optimization of research opportunities 

for the neutron user community.  IPNS has led the world in many of the important developments 
at spallation neutron sources.  We are playing a major role in the development of the target, 
moderator, and instrument systems for the Spallation Neutron Source (SNS), the world’s most 
powerful future neutron source.   

 
The accomplishments described in the pages of this report are a tribute to the people who work 

at IPNS.  Our enviable record of accelerator performance and scientific and technical 
achievements could not have been sustained without the hard work and dedication of all 
members of the IPNS team.  We are proud of the accomplishments at IPNS over the past twenty-
five years and look forward to a productive future.   
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Introduction 
Raymond G. Teller, Director 

In August 1981, the proton beam from the rapid 
cycling synchrotron (RCS) was first delivered to the 
Intense Pulsed Neutron Source (IPNS) neutron scattering 
target and now, in June 2006, it is with great joy that we 
celebrate the impending 25th anniversary of this event.  
This edition of the IPNS Progress Report will focus on the 
development and scientific accomplishments of the past 5 
years, since our last Progress Report, but with some 
mention of the 25 years of IPNS experience. 

It is appropriate at this anniversary date to recall some 
of the more significant historic events that have led to the 
present IPNS and discuss some of the plans that will lead 
to even more successes.  Below is a brief chronology that 
captures some of the developments of IPNS. 

 8/4/81 - First beam delivered to the neutron scattering 
target  

 6/10/84  - IPNS produced its one billionth neutron pulse 

 1/10/85 - Installed world's first solid methane 
moderator 

 6/30/87 - 1000th experiment performed at IPNS 

 9/19/87 - IPNS produced its two billionth neutron pulse 

 11/20/91 - 2000th experiment performed at IPNS  

 4/17/04 - IPNS produced its eight billionth neutron 
pulse 

 8/19/05 - 7000th experiment performed at IPNS 
During the past 5 years, several significant source and 

instrument developments have taken place.  Most of these 
are discussed in more detail elsewhere in the report, but 
three of the ones most visible to users are mentioned here. 

Revitalization of IPNS Accelerator Systems To 
Ensure Reliable Operation 

A third rf cavity and amplifier system has been 
completed and is in operation.  The original two cavities 
could provide about 22 kV/turn of rf voltage at the bunch-
rotation frequency that varies from about 2 to 5 MHz 
during the acceleration from 50 to 450 MeV.  This new 
system will add second harmonic rf (4-6 MHz) during the 
capture and early acceleration process, reducing capture 
losses by a factor of 2 to 3.  It will then be switched back 
to the same frequency as the existing systems to increase 
the kV/turn during the mid-point of the acceleration 
cycle.  This additional fundamental voltage will provide 
improved bunch handling and should assist in suppressing 
the beam instabilities that presently limit current in the 
synchrotron. 

Upgrades of IPNS instruments continue 
The IPNS continues to make major instrument 

upgrades to maintain world class science capabilities for 
US users 1) More than one half of the user instruments 

have been migrated to a new data acquisition system that 
enables faster and more flexible data binning, 2) 
installation of neutron guides and frame definition 
choppers has boosted flux on sample for some 
instruments by 2-20 times and 3) improved detectors and 
collimation and larger detector coverage have 
significantly reduced the time required to collect neutron 
data, enabling parametric studies.   

GLAD – Glass Liquid and Amorphous Materials 
Diffractometer: Radial collimators were installed in 
FY02 and the in-line horizontal and vertical Soller 
collimators were replaced with a coarser honeycomb 
collimator in FY06. The result was a three fold increase in 
flux on the sample with a negligible change in 
background level. In FY05 and FY06 new GLAD data 
analysis software was written in ISAW, reducing data 
processing times from hours to minutes. The pixel-by-
pixel analysis has extended the low-Q limit of GLADs’ 
already wide Q range to Qmin=0.175 Å-1 (Qmax=40 Å-1). 
Considerable effort has also gone into the development of 
sophisticated neutron sample environment equipment on 
GLAD, including aerodynamic levitation, piston anvil 
pressure cells and containment of corrosive liquids. 

GPPD – General Purpose Powder Diffractometer:  By 
moving GPPD from 20 to 25 m and fully equipping it 
with a neutron guide and extended groups of detectors, 
intensity gain factors of 6-15 have been achieved, with no 
loss in resolution.  The T0 and frame-definition choppers 
allow routine measurements with wavelengths up to 8-10 
Å.  Conversion to a new data acquisition system (DAS) 
completed the upgrade of this instrument.  

In its final form this instrument is truly optimized for 
the IPNS source.  It is an excellent instrument for in situ 
diffraction experiments where good instrumental 
resolution is required, as well as conventional diffraction 
experiments where subtle crystallographic features must 
be resolved.  This instrument, with a cold liquid methane 
spectrum further “cooled” by a neutron guide and 
wavelengths up to 10 Å, is now well suited to large-cell 
crystallography problems.  In these applications there is a 
premium on good resolution at large d-spacings.  This can 
is accommodated with high-angle detectors using long 
wavelength neutrons. 

MISANS – Modulated Intensity Small Angle Neutron 
Spectrometer:  The development of this unique hybrid 
small angle scattering instrument – having the ability to 
monitor both structure and dynamics – that takes 
advantage of the spin precession of the neutron in 
magnetic fields is ongoing at IPNS.  This instrument will 
provide unique measuring capabilities for nanoscience. 
The MISANS instrument takes advantage of the Neutron 
Resonance Spin Echo technique (NRSE) to provide an 
extremely high degree of energy resolution without 
sacrificing intensity like in other quasi-elastic neutron 



techniques. Successful tests of MISANS were conducted 
at IPNS in 2005, representing the first demonstration of 
this technique at any pulsed source in the world. Since 
NSE spectrometers would hugely benefit from the broad 
wavelength band and the time structure of every neutron 
pulse, several attempts, most of them led by IPNS 
scientists, are under development worldwide in order to 
adapt this technique to a modern pulsed neutron source 
such as the Spallation Neutron Source (SNS). 

POSY I - Polarized Neutron Reflectometer:  An XYZ 
cryomagnet has been installed which allows the magnetic 
field to be directed in any spatial direction. The maximum 
fields are 0.8T, 0.8T, and 2T.  A wide angle polarization 
analyzer, which allows simultaneous polarization analysis 
of both the specular as well as the offspecular reflection, 
has been installed. The analyzer covers a solid angle that 
matches that of the position sensitive detector. 

QENS - Quasielastic Neutron Spectrometer:  A 
supermirror guide in the incident beam was successfully 
installed in the summer of 2003 resulting in a ~2.5-fold 
increase of the flux of long-wavelength neutrons at 
sample.  The net effect, coupled with the upgrade of 
detector arms already completed, is a data rate gain factor 
of >30 and the ability to collect data simultaneously for 
all Q values.  This major increase in data rate has allowed 
new science to be done on QENS.  The ability to collect a 
complete data set in less than 1 hour (much less in some 
cases) means that it will now be practical to obtain a 
detailed map of the behavior of a chemical system as one 
or more external parameters (e.g., temperature, partial 
pressure, composition) are varied.  It will also be possible 
to follow the progress of chemical reactions and phase 
transitions in real time. 

SAND – Small Angle Neutron Diffractometer:  
Conversion to the new data acquisition system (DAS) on 
the SAND instrument during FY04 has enabled 
simultaneous measurement of high quality low Q data 
using the position sensitive area detector and the high 
resolution diffraction data extending to a dmin of 1 Å with 
the wide angle bank of linear position sensitive detectors. 
This feature of providing scattering data in a wide Q 
range of 0.0035 to 6 Å-1 in a single measurement at higher 
resolution makes SAND unique in the world, as systems 
that undergo phase separation and crystallization can be 
probed in situ in a single setting. During FY07, we 
propose to develop a T0 chopper and replace the 
cryogenic MgO single crystal filter in order to increase 
the flux at the short wavelength region for the 
measurement of the diffraction data. 

SCD - Single Crystal Diffractometer: – The SCD 
instrument was completely upgraded by replacing the old 
detector and data acquisition system with two new 
position-sensitive area detectors and with a completely 
new data acquisition system. The new detectors are 
smaller and more compact, such that the total solid angle 
is twice as large compared to before the upgrade. This 
permits data collection in half the time than previously 

required. In addition, the new data acquisition system is 
capable of handling larger histograms permitting larger 
range of wavelengths (0.5–10.0 Å) at higher resolution 
(Δλ/λ = 0.01) in one measurement.  An optical table has 
been installed upstream from the sample for test of a 
compact helium-3 polarizer. Accompanying the hardware 
upgrades, new software based on ISAW has been 
developed for data display and analysis. 

SEPD – Special Environment Powder Diffractometer: 
The conversion to the new data acquisition system (DAS) 
and installation of linear position sensitive detectors 
(LPSD) in the forward scattering directions has improved 
the data quality for powder diffraction from SEPD by 
reducing the geometric instrument broadening at low 
angles and allowing for a data binning scheme that closely 
matches instrument resolution. A 7 Tesla superconducting 
magnet system was installed and tested in FY05, which 
promises to bring new capabilities for studies of magnetic 
materials. 

The IPNS neutron-generating target 
Through the combined efforts of three divisions at 

Argonne, a rebuilt neutron scattering target has been 
completed and is in use at IPNS.  The project was a close 
collaboration of IPNS engineering and operations, CMT 
and PFS personnel. The rebuilt target was assembled from 
usable uranium discs removed from old IPNS targets, a 
method which has resulted in substantial cost savings. 
 Successful commissioning of a new IPNS target from 
recycled disks recovered from end-of-life targets has 
provided a cost effective alternative to the construction of 
entirely new IPNS targets and enables IPNS operations 
for an additional six years.  The additional results of this 
project were a cost deferment of $1M and the reduction of 
$10K in radioactive waste disposal cost.  

This effort led to IPNS being the recipient of the DOE 
Spirit Award for waste minimization and pollution 
prevention and, in addition, IPNS was cited with an 
Office of Science “Notable Practice” for this work in a 
letter from Energy Secretary Bodman. 

Operations at IPNS continue to be outstanding 
For the last five consecutive years IPNS has exceeded 

its goal of offering at least 95% reliable operations.  This 
is a remarkable achievement and sets the standard by 
which other accelerator-based neutron facilities can be 
judged. 

Nuclear Historic Landmark 
At their November 2001 meeting in Reno, Nevada, the 

American Nuclear Society (ANS) announced the 
designation of Argonne’s Intense Pulsed Neutron Source 
as a Nuclear Historic Landmark.  IPNS celebrated this 
significant event on Monday, May 13, 2002.  ANS 
President, Dr. Gail Marcus, formally presented the award.  
Attendees included important contributors to the 
development of IPNS, and others holding stake and 
having interests in IPNS.   



Interactions with the Spallation Neutron Source 
(SNS) 

IPNS will continue to play a critical role as the 
community prepares for the unprecedented scientific 
capabilities of the Spallation Neutron Source (SNS), 
which is preparing for proton beam on target as I am 
penning this introduction.  Jack Carpenter (IPNS 
Technical director) has been a senior advisor for the 
Experimental Systems and has had a major role in the 
development of the target/moderator and instrument 
systems.  Early in the construction of the SNS, IPNS also 
had the lead responsibility for the instruments at the SNS. 

After departure of the SNS instrument team to Oak 
Ridge, IPNS personnel have continued to stay heavily 
involved in developing instruments at SNS.  In addition to 
participating in development teams of numerous 
instruments currently under construction there, IPNS 
personnel have spearheaded efforts for several novel 
instruments.  These instruments are: MaNDi, the 
Macromolecular Neutron Diffractometer that is expected 
to revolutionize the structural biology field by finding the 

locations of hydrogen atoms in macromolecular 
structures; USANS, an Ultra-Small Angle Neutron 
Scattering instrument capable of characterizing structures 
in the 5 to 10,000 nm range; MISANS, a sister instrument 
similar to that described above with extended q and ω 
ranges; and Topaz, a single crystal diffractometer that will 
revolutionize small molecule single crystal neutron 
diffraction. 

We are proud of the accomplishments at IPNS over 
the past twenty-five years and look forward to a 
productive future.  IPNS has led the world in many of the 
important developments at spallation neutron sources and 
we continue playing a major role in the world’s most 
powerful future source, the SNS.  This enviable record of 
accelerator performance and scientific and technical 
achievements could not have been made without the hard 
work and dedication of all members of the IPNS team. It 
has been a pleasure and honor to work with this group and 
I am certain that there are many successes ahead for 
IPNS. 
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SINGLE CRYSTAL DIFFRACTOMETER (SCD) 

A. J. Schultz, P. M. De Lurgio, J. P. Hammonds, M. E. Miller, I. Naday,  
P. F. Peterson, P. M. B. Piccoli, R. R. Porter, T. G. Worlton 

Argonne National Laboratory 

D. J. Mikkelson, R. L. Mikkelson,  
University of Wisconsin-Stout

Abstract 
During the past five years the SCD has undergone a 

major upgrade involving replacement of most of the 
hardware and software.  In particular, two new position-
sensitive scintillator area detectors based on the Anger 
camera concept were designed, fabricated and installed on 
the SCD. Each of these detectors has active areas of 15 x 
15 cm2 with a spatial resolution of better than 2 mm. A 
new data acquisition system permits the use of larger data 
files with a larger wavelength bandwidth at higher time-
of-flight resolution. Software developed with tools in the 
ISAW workbench provides graphical manipulation of 
three-dimensional arrays of data in histogram coordinates 
and in reciprocal space, and user-friendly wizards for 
routine data analysis. 

Introduction 
Since the early 1980’s with the advent of pulsed spalla-

tion neutrons sources, the single crystal neutron time-of-
flight (TOF) Laue technique has been shown to be a 
highly useful tool in studies ranging from chemical struc-
ture and bonding to superlattice formation in high-Tc 
superconductors. As described in detail elsewhere [1-3], 
the TOF Laue technique at a pulsed spallation neutron 
source can gather data from a solid volume of reciprocal 
space with a stationary sample and area detectors. The 
IPNS single crystal diffractometer (SCD) became opera-

tional in 1981 with a neutron Anger camera which was 
designed and fabricated at Argonne [4]. The detector, 
with an active area of 30 x 30 cm2 and spatial resolution 
of ~3.5 mm, had performed well for over 20 years, but 
relied on currently outdated analog electronics which 
were becoming unreliable. A few years ago it was decided 
to replace the original detector with two new 15 x 15 cm2 
detectors with resolution of < 2 mm. At the same time, a 
completely new data acquisition system was installed as 
part of a general IPNS upgrade project. 

Instrument Configuration 
A schematic drawing of the instrument is shown in 

Figure 1 and instrument parameters are provided in Table 
1. This configuration is similar to the previous one except 
that a single 30 x 30 cm2 detector at 2θ of 90° has been 
replaced by two 15 x 15 cm2 detectors. These detectors 
now sit on pedestals which are mounted on translators 
with computer-controlled stepping motors to vary the 
sample to detector distances. In addition, an aluminum 
plate with a radial array of tapped holes permits the 
detectors to be manually moved to other scattering angles 
if required or to add additional detectors.  

The detectors are at sample-to-detector distances on a 
locus of equal resolution as described by Carpenter [5]. 

Table 1.  Instrument parameters. 

Moderator liq. methane at 105 K 
Source frequency 30 Hz 
Sample-to-moderator dist. 940 cm 
Detectors:  
 Number of detectors 2 

155 x 155 mm2 Detector active area 
GS20 6Li glass  Scintillator 

 Scintillator thickness 2 mm 
 Efficiency @ 1 Å 0.86 
 Typical detector channels 100 x 100 
 Detector 1:  
  angle 75° 
  sample-to-detector dist. 23 cm 
 Detector 2:  
  angle 120° 
  sample-to-detector dist. 18 cm 
Typical TOF range 1–25 ms 
 wavelength range 0.4–10 Å 
 d-spacing range ~0.3–8 Å 

Figure 1.  Schematic drawing of the SCD without 
shielding. 

TOF resolution, Δt/t 0.01 



One of the detectors is centered at a scattering angle of 
75˚ and a crystal-to-detector distance of 23 cm, and the 
second detector is at 120˚ and 18 cm.  With this arrange-
ment, each detector also subtends a similar solid angle in 
reciprocal space, which results in a more efficient data 
collection. The 22 settings are half of the number of 
settings previously required with the larger detector at 32 
cm, thus reducing the data collection time by a factor of 
two. 

Detector Design 
In the original detector, four 15 x 15 cm2 6Li-glass scin-

tillators were epoxied together to form a 30 x 30 cm2 
active area [4]. Behind the scintillators was a light coupler 
and then a 7 by 7 array of 2 inch square photomultiplier 
tubes. The detector, which was rebuilt in 1993, worked 
well for over 20 years although the seams where the four 
scintillators were joined were clearly visible in the data. 
In addition, the aging analog electronic components were 
beginning to fail. 

Photographs of the new detectors are shown in Figure 
2. The detectors were designed to be smaller and more 
compact, and with better spatial resolution than the previ-
ous detector, so that they could be situated closer to the 
sample [6]. Thus, the two new detectors, each with an 
active area of 155 x 155 mm2, provide twice the solid 
angle coverage of the old 300 x 300 mm2 detector. Spatial 
resolution for the new detectors is ~1.5 mm. The new 
design incorporates optimized optics with a 6 by 6 array 
of 28 mm square small pitch photomultiplier tubes 
(PMTs) coupled to tapered light concentrators which 
reflect light to the photocathode of the appropriate PMT 
that would otherwise fall between PMTs. 

Also incorporated are newly developed software 
controlled electronics and a new position extraction 
algorithm (PEA) which achieves spatial resolution better 
than 2 mm full width at half maximum over the entire 
active area. The position is calculated in real-time by a 

microprocessor using the new PEA which fits a two-
dimensional light spread function to the observed light 
spread response of the PMTs to obtain parameters describ-
ing the event position. Essentially, the PEA provides an 
analytical equivalent of a numerical maximum-likelihood 
position determination for each event. This new method 
improves the spatial resolution and uniformity of the 
flood field response. The new PEA can determine the 
position of events at the edge of the scintillator when a 
portion of the light spread function falls beyond the edge 
of the PMT array. The detector enclosure incorporates 
attached shielding plates that minimize the surface area 
needed to shield the detector. 

Data Acquisition System 
The old data acquisition system (DAS) utilized a DEC 

MicroVAX computer.  User control of starting and stop-
ping runs, scheduling runs, controlling stepping motors 
and temperature, etc., was accomplished through Fortran 
programs with line command input. 

In the new system, the user computer is a PC running 
the Linux operating system [7]. The EPICS control 
system provides a graphical user interface (GUI) for 
controlling the instrument hardware. In addition, run file 
setup and visualization (see below) is performed using the 
ISAW scripting language with GUI’s for input from the 
user. 

ISAW Developments for SCD Data 
ISAW is the acronym for the Integrated Spectral Analy-

sis Workbench software developed at IPNS and at the 
University of Wisconsin-Stout, with the support of the 
National Science Foundation [8]. ISAW is constructed 
from a large collection of individual components that 
provide data access, analysis and visualization operations 
for neutron scattering data. ISAW is implemented in Java 
for portability and is freely available from the IPNS web 
site at http://www.pns.anl.gov/, then click on Controls and 

Figure 2.  Two photographs of the neutron Anger detectors. Left: front view with the scintillator and front 
cover panel removed. Right: back view with side panels removed. 



Figure 4.   The 3D reciprocal lattice view of data from several run files combined from a quartz crystal. 
The left view is a perspective view of the reciprocal lattice.  The right view is orthographic and also shows 
the lattice planes from the FFT application. 

Computing > ISAW. 
ISAW is built around a few fundamental concepts, 

DataSets, Operators, viewers and  retrievers. "DataSet" 
objects hold raw and partially processed collections of 
spectra, along with meta-data needed for analysis of the 
data, such as detector positions, initial flight path length 
and sample orientation. A DataSet can be viewed in 
several different ways using "DataSetViewer" objects. 
Various data analysis steps can be carried out by applying 
self-describing "Operator" objects to DataSets. These 
individual steps can be invoked manually from the ISAW 

GUI, or a sequence of operations can be carried out using 
a script written in ISAW's scripting language or in Jython. 
Sequences of operations can also be combined in a 
Wizard to allow the user to adjust parameters and to step 
forward or backward through a sequence of Operators. 

To support the upgraded SCD, operators were imple-
mented to carry out essential analysis steps such as find-
ing, indexing and integrating peaks in the 3D data 
volume. In addition, user-friendly Wizards were imple-
mented to help the user step through these operations. 
Interactive viewers were designed and implemented to 
display arbitrary slices through reciprocal space (Fig. 3) 
and to provide a 3D view of reciprocal space (Fig. 4) to 
help index twinned crystals and observe diffuse scattering. 
Finally, a new calibration system was developed to adjust 
instrument parameters such as the nominal detector posi-
tions, orientations and sizes. 

Tutorial 
A tutorial has been developed which leads the user step 

by step through the data analysis from initial peak finding 
and autoindexing to integration and data reduction, after 
which the structure can be analyzed and refined with 
programs such as GSAS and SHELX. The tutorial is 
available for downloading along with the raw data files 
(70 Mb) from a crystal of oxalic acid dihydrate from the 
web site http://www.pns.anl.gov/instruments/scd/, then 
click on Software and Procedures > Manuals, Users 
Guides and Tutorials. A web version of just the tutorial 
can be viewed online with a web browser. The tutorial is 
continuously modified as additions and modifications to 
the software are instituted. The SCD web site also 
contains links to other useful information and software for 
new and returning users. 

Figure 3. A 2D slice through the data. The image shows
data from the two detectors from a single run file. 



Figure 5. Molecular structure of a molybdenum silylene
hydride complex with a three center Si–H–Mo bond (Mo,
blue; Si, red; H, gray; P, orange; C, green). 

Recent Results 
Several data collections and analyses have been 

completed with the new upgraded SCD instrument and 
software. In one example, the structures of two binuclear 
nickel complexes with linear Ni–H–Ni bonds recently 
derived from data obtained with the new system are 
described by Vicic and coworkers from the University of 
Arkansas in an accompanying article in this Progress 
Report and in a publication of one of the molecules [9]. 

Another recent example is the structure of the molybde-
num silylene hydride complex shown in Figure 5 [10]. 
Just as the search for stable, multiple-bonded, transition 
metal–carbon complexes (alkylidene complexes) was of 
great interest for 20-30 years in investigations, Mork and 
Tilley at the University of California at Berkeley have 
recently been investigating complexes with multiple 
bonding between silicon and transition metals. One of 
these complexes, (C5Me5)Mo(SiHEt2)(Me2PCH2CH2P-
Me2), was isolated, and its neutron structure provides a 
snapshot of the intermediate in the oxidative addition of a 
Si–H bond to a metal. The structure can be described as 
having the form of a three-legged piano stool with one leg 
consisting of a Si–H σ-bond complex with the molybde-
num. The molecule formally contains a 16-electron 
system in the absence of the Si–H σ-bond interaction with 
the metal center.  As observed previously, formation of a 
3-center, 2-electron, σ-complex bond achieves a stable 18-
electron configuration. 

Summary 
In summary, the IPNS SCD single-crystal neutron Laue 

diffractometer has recently been upgraded with two new 

position-sensitive detectors and new data acquisition 
hardware and software. The improvements to the SCD 
described in this article provide more accurate data in half 
the time of the previous system. Additional detectors can 
be added incrementally as permitted by funding and effort 
resources. 
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Abstract 
The crux of modern thermoelectric materials is their 

very low lattice thermal conductivities (κL), and the origin 
of the glass-like behavior of κL in some highly crystalline 
clathrates has been intensely discussed. Guest atom 
tunnelling, resonant scattering, anharmonicity, and dis-
order has been used to explain the very low κL, but these 
models all lack the ability to explain the fundamental 
difference in κL between the almost identical crystal 
structures of n- and p-type Ba8Ga16Ge30. Clathrates have 
presented a particularly challenging case for studying the 
relation between structure and property. In a series of 
studies, we have used IPNS single crystal neutron 
diffraction data to accurately establish crystal structures of 
thermoelectric clathrates, and to quantify disorder, and 
harmonic as well as anharmonic thermal motion contri-
butions.  

INTRODUCTION 
Thermoelectric materials had their main blooming in 

the 50s, where many of the materials used commercially 
even today were developed. Due to the discovery of 
promising new materials, the scientific interest in TE 
materials has been revitalized in recent years. These 
materials are based on a design strategy named the 
“phonon-glass – electron crystal” concept [1]. Briefly, this 
means that a good thermoelectric should conduct heat like 
an amorphous material and electricity like a crystal. The 
basic hypothesis for the thermoelectric properties of the 
new materials is that a semi-conducting host structure 
results in a high Seebeck coefficient (S) and electric 
conductivity (σ), while extreme thermal motion of the 
loosely bonded guest atoms gives a large reduction of the 
thermal conductivity (κ) through scattering of the heat 
carrying phonons. This results in a large thermoelectric 
“figure of merit”, ZT = TS2σ/κ. The two most studied 
examples of the new host-guest thermo-electric materials 
are skutterudites and inorganic clathrates.  

Most studies of clathrates have concerned the type I 
clathrate structure, (M2+)8III16IV30, which can be formed 
with a large number of elemental compositions (roman 
numeral refer to group number in the periodic table), Fig. 
1. There are many structural aspects, which are important 
for understanding the thermoelectric properties of 
clathrates. For the guest atoms it is especially the exact 
position and the atomic motion that is of importance. In 
other words, are the atoms located in the centers of the 
cages or are they displaced towards the cage wall and 
statistically disordered (static or dynamic) over several 
sites? Are the atoms rattling with low frequency motion 

that can hybridize with the acoustic phonons? How large 
is the anharmonic contribution to the atomic motion? 
With regard to the framework atoms, the exact positions 
of the group III atoms in the framework can greatly 
influence the thermoelectric properties [2]. This makes it 
important to establish whether the group III atoms are 
randomly distributed or prefer certain framework sites [3]. 
Furthermore, the overall stoichiometry of the clathrates is 
decisive for the charge carrier concentration. In the case 
of M8Ga16-xGe30+x clathrates, Ga > 16 gives a p-type 
system, whereas Ga < 16 gives an n-type system [4, 5]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: The type I clathrate structure with the cubic 

unit cell marked by a black solid line. Framework atoms 
are located on 6c (light blue), 16i (dark blue) and 24k 
(blue) sites forming two types of cages. The red cage is 
surrounding an M1 guest atom on the 2a site, and the 
larger blue cage surrounds an M2 guest atom on the 6d 
site. 

GUEST ATOMS 
Chakoumakos et al. reported multi-temperature single 

crystal as well as powder neutron diffraction data on 
Sr8Ga16Ge30, which showed that the guest atom in the 
large cage, Sr2, had unusually large Atomic Displacement 
Parameters (ADPs) [6, 7]. The features of difference 
Fourier nuclear density maps lead Chakoumakos et al. to 
suggest a four site disorder model for Sr2. The complex 
nature of the Sr2 atom in Sr8Ga16Ge30 and of Ba2 in 
Ba8Ga16Ge30 was also revealed by maximum entropy 
method (MEM) analysis of single crystal X-ray data by 
Bentien et al [3]. The advantage of the MEM electron 
densities is that they are model free and the problem with 



Fourier termination ripples is much reduced. However, a 
direct plot of the thermally smeared electron density 
distribution only showed a very diffuse M2 atomic density 
with no “peaks” to define possible disorder. For this 
reason Bentien et al introduced MEM deformation den-
sities which show the combined effects of chemical bond 
deformation, charge transfer and structural disorder. The 
analysis suggested that the disorder is more complex than 
a four-site model, but similar for Sr2 and Ba2. However, 
the inherent problem in X-ray analysis of disorder is the 
superimposed diffuse features of the electron density 
distribution, and such studies are best done with neutrons. 

We therefore carried out a benchmark multi-tempera-
ture single crystal neutron diffraction study of Ba8Ga16Si30 
[8]. Extensive data were collected at SCD at 15, 100, 150, 
200, 250, 300, 450, 600, 900 K. In Fig. 2 the MEM 
nuclear deformation density in the (100) plane of Ba2 is 
shown at 15 K, 300 K and 900 K together with the total 
MEM nuclear density at 15 K. The MEM nuclear density 
is broad and centered at the center of the cage (lower right 
in Fig. 2). The Ba2 nuclear density becomes much more 
diffuse with increasing temperature, but there is no clear 
evidence of disorder. However, just as the subtle details of 
an electron density distribution are better revealed through 
deformation densities, subtle disorder features are best 
revealed by nuclear deformation densities. In the MEM 
nuclear deformation density a reference model based on a 
Ba2 atom centered in the cage has been subtracted from 
the final MEM density. The map provides direct evidence 
that the Ba2 atom in Ba8Ga16Si30 is either disordered or 
exhibits high order anharmonic motion even at 15 K. The 
data furthermore show that also the Ba1 atom in the small 
cavity has disorder and/or anharmonicity even at 15 K 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: MEM difference densities, ρ(MEM) – 

ρ(reference), in the (100) plane through Ba(2) in 
Ba8Ga16Si30 at 15 K, 300 K and 900 K The difference 
densities are plotted on a logarithmic scale, 0.0125 x 2N 
(N = 0,…,6), and solid contours are positive, dotted 

contours are negative. The plot at the lower right is the 
total MEM nuclear density at 15 K. 

In two new IPNS SCD studies multi-temperature single 
crystal neutron data have been collected on both p-type 
and n-type Ba8Ga16Ge30 [9]. Data were recorded to 
extremely high resolution (dmin < 0.25 Å), and the non-
elliptical features obtained for Ba in Ba8Ga16Si30 are also 
observed for Ba in these two types of Ba8Ga16Ge30 struc-
tures. Another key result is that the p-type and n-type 
Ba8Ga16Ge30 crystal structures are virtually identical, and 
this seriously challenges current models for explaining the 
glass-like κ in some clathrates. 

The disorder on the guest atom sites also can be probed 
indirectly by modeling the temperature dependence of the 
refined ADPs with an Einstein model, 
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In this equation, θE is the Einstein temperature. Figure 2 
shows the guest atom ADPs of Ba8Ga16Si30 as a function 
of temperature. A good modelling is only obtained if both 
a disorder parameter (d) and a Gruneisen parameter γG is 
included in the fit [8]. The latter can be done if the 
temperature dependence of the cell volume is known so 
that ΘE(T) can be rewritten as ΘE(T0)(1-γGΔV(T)/V(T0)). 
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Figure 3: Guest atom ADPs in Ba8Ga16Si30 as a 
function of temperature. In (a) U11 = U22 = U33 (□) is 
plotted for Ba(1), and in (b) U11 (□) and U22 = U33 (○) for 
Ba(2). 
 

It is interesting that higher values of the guest atom 
resonance frequencies are obtained from diffraction 



experiments and specific heat data on one side than from 
inelastic neutron scattering, Raman spectroscopy and 
acoustic attenuation on the other [10]. This discrepancy 
has recently been explained by the presence of strong 
phonon charge carrier scattering, which is also believed to 
be the origin of the glass-like behavior of κ [11]

To model anharmonic motion one can use the Gram-
Charlier expansion of the harmonic temperature factor 
[12]. In X-ray structure factor refinements it can be dif-
ficult to separate anharmonic thermal motion from asphe-
rical bonding effects, and neutron data are therefore pre-
ferable.  
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Figure 4: (a) The U1111 = U2222 = U3333 anharmonic 
Gram-Charlier parameter for Ba(1), (b) the cubic 
anharmonic Gram-Charlier parameter for Ba(2), (c) the 
U1111 (□) and U2222 = U3333 (○) anharmonic Gram-Charlier 

parameters for Ba(2). The lines represent a T3 dependence 
in (a) and (c), and a T2 dependence in (b). 
 

The Gram-Charlier expansion contains no explicit 
model for the temperature dependence of the anharmonic 
parameters, since they are not related to a physical model, 
but merely mathematical parameters describing deviations 
from a Gaussian distribution. In Figure 5 refined anhar-
monic parameters are plotted as a function of temperature. 
For both Ba1 and Ba2, anharmonicity becomes visible 
above 450 K. A T2 dependence has been fitted to the cubic 
parameter, whereas T3 dependencies are fitted to the 
fourth order parameters. Such temperature dependencies 
are expected for anharmonic One Particle Potential para-
meters (see below), but not necessarily for Gram-Charlier 
parameters [13]. Nevertheless, the fits are quite good, and 
they isolate the 450 K point as an outlier. The values of 
the anharmonic parameters are almost an order of magni-
tude larger than the anharmonic parameters observed in 
metallic magnesium [14]. 
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An alternative scheme for quantifying the anhar-
monicity is direct space fitting of the MEM nuclear den-
sities [8, 14]. The MEM nuclear density is proportional to 
the nuclear probability density function (P(u)). If we 
approximate the Ba2 guest atom as an Einstein oscillator 
then, in the classical limit, P(u) is given by the Boltzman 
equation P(u) = exp (-V(u)/kT), where V(u) is the one-
particle potential of the oscillator in the local displace-
ment coordinate u. If Ba2 is disordered at the 24j position 
in the large cage, we can approximate the probability 
density function as a weighted sum of the P(u)’s for each 
disorder site, Ptot(r) =P[V(r1, r2-λ, r3-λ)] + P[V(r1, r2+λ, 
r3-λ)] + P[V(r1, r2-λ, r3+λ)] + P[V(r1, r2+λ, r3+λ)], 
where λ models the off-center location. Taking the site 
symmetry of Ba2 in space group 223 into account we 
fitted a potential expression up to fourth order to the 
MEM nuclear density.  
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Figure 5: Fourth order anharmonic force constants for 

Ba(2) in Ba8Ga16Si30 (δ1111 and δ2222 = δ3333). The values 
were obtained using the classical OPP model for least 
squares fitting to MEM nuclear densities. 

 
In Figure 5 the MEM derived fourth order anharmonic 

parameters are plotted. As for the reciprocal space fitting, 



the anharmonicity becomes significant above the Debye 
temperature (387 K). The magnitude of the fitted 
parameters is again much larger than parameters obtained 
for metallic magnesium using the same approach [15]. It 
is noteworthy that the refined disorder parameter, λ, is 
increasing with temperature, which means that the atoms 
move closer to the framework at elevated temperatures. 
This presumably is an effect of moving up in an asym-
metric potential.  

 

FRAMEWORK 
In M8Ga16Ge30 clathrates it is difficult to determine the 

exact host structure due to the very similar scattering 
powers of Ga and Ge for both X-rays and neutron. For 
neutrons the scattering lengths are b(Ga) = 0.73 fm and 
b(Ge) = 0.81 fm, whereas for X-rays the contrast is even 
worse with Ga having 31 electrons and Ge 32 electrons. 
In many crystallographic studies of Ga/Ge clathrates the 
16 Ga atoms are assumed to be randomly distributed over 
the 46 framework sites [6, 7]. However, early on MEM 
analysis of X-ray diffraction data on Sr8Ga16Ge30 and 
Ba8Ga16Ge30 actually found a preference for Ga at the 6c 
site and that Ga avoids the 16i site [3]. This result was 
later supported by the framework positions observed in 
clathrates such as Ba8Ga16Si30 where the scattering con-
trast is much larger [8, 10]. More recently resonant 
powder diffraction measurements on Sr8Ga16Ge30 have 
also supported the result of the MEM analysis but a 
reliable quantitative assessment could not be given for the 
host structure ordering [15]. Thus, refined occupancies 
from the Sr8Ga16Ge30 resonant powder diffraction data 
sum to give a strongly p-type material for a crystal that is 
n-type. The new SCD data on p- and n-type Ba8Ga16Ge30 
have very high resolution such that stable refinements of 
occupancies can be carried out [9]. The refinements once 
again support the Ga preference for the 6c site, but also 
indicate that the framework is more ordered in n-type 
Ba8Ga16Ge30 than in p-type Ba8Ga16Ge30. 
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Single crystal neutron diffraction structures of 
[(dippm)2Ni2Br2](µ-H) (1) and [(dippm)2Ni2Cl2](µ-H) (2, 
dippm = bis(di-i-propylphosphino)methane) were 
obtained and detailed the first examples of linear M-H-M 
bonding in simple dinuclear metal complexes.   

 
Introduction 

A number of years ago, the X-ray crystal structure of 
the unsupported bridging hydride complex [HCr2(CO)10]– 
was reported by Dahl and co-workers [2].  The position of 
the bridging hydride could only be inferred to have a 
linear relationship with the two chromium atoms based on 
the D4h symmetry of the anion and the eclipsed positions 
of the equatorial carbonyl groups. However, it was later 
revealed by neutron diffraction that, because of the pres-
ence of a crystallographic center of inversion in the 
middle of the anion, the hydrogen atom did not lie at the 
predicted position but rather was disordered over two bent 
Cr-H-Cr positions [1]. Low temperature neutron diffrac-
tion analysis of the [K(crypt-222)]+ salt (which has no 
symmetry-imposed restraints) later confirmed the bent 
nature of the Cr-H-Cr bond [4]. Since then, a plethora of 
neutron diffraction studies on transition metal hydrides 
suggest that the M-H-M linkage is inherently bent [6,8] 
(Table 1 shows the largest M-H-M bond angles thus far 
reported in single hydrogen bridged systems). Here we 
report two dinuclear nickel complexes, each containing a 
single bridging hydride, that is found to lie co-linearly 
with the two metal centers and shows no disorder in the 
neutron diffraction studies.  

Synthesis of Compounds 
Compound 1 was formed unexpectedly in 48% yield by 

the reaction of 1-adamantylzinc bromide with 
(dippe)NiBr2 according to the reaction described in eq 1 
[10]. Because of the difficulty in preparing 1-adaman-
tylzinc chloride, an alternate method was developed to 
prepare compound 2 (eq 2). Reaction of (dippe)NiCl2 with 
excess tributyltin hydride afforded 2 in only 22% [13], but 
provided enough material for crystals suitable for neutron 
diffraction. 

Description of Structures 
The ORTEP diagram of 1 is shown in Figure 1, and 

clearly shows linear nature of the bridging hydride ligand. 
Instead of adopting a conventional “A-frame” structure 
that is normally seen in dimers containing the 

bis(dialkylphosphino)methane ligand [3], the geometry is 
constrained  with the two bromides occupying the end-
points of a linear axis. The Ni-H-Ni bond angle was found 
to be 177.9(10)°, much larger than the previously reported 
dinuclear metal complex having the largest bridging 
hydride ligand (Table 1) [6,8]. Moreover, the structure is 
dramatically different than that found for the closely 
related compound [(dcpm)2Ni2Cl2](µ-H)] (3, dcpm = 
bis(dicyclohexylphosphino)methane), which has an M-H-
M bond angle of 128(8)° [14].   

The difference in geometry between 1 and 3 prompted 
us to prepare the chloride derivative 2 to see if electronic 
effects were responsible for change to linearity in the Ni-
H-Ni linkage of 1. It seemed reasonable that electronic 
differences between Cl and Br could effect the occupancy 
of the Ni antibonding orbital, leading to stronger Ni-Ni 
repulsions and a linear Ni-H-Ni bridge in the case of the 
bromide analogue.  However, since 1 and 3 contained 

Figure 1.  ORTEP diagram of 1 (50 % ellipsoids).  All 
hydrogens except the bridging hydride are omitted for 
clarity. 



different supporting ligands, it was necessary to prepare 2 
to more rigorously rule out competing steric effects.  
Figure 2 shows the ORTEP diagram of 2. The data show 
that the change of the ancillary ligand from bromide to 
chloride does not effect the preference of the bridging 
hydride to be linear.     

 

 
 

 
Figure 2.  ORTEP diagram of 2 (50% ellipsoids). Top plot 
shows full structure.  Bottom plot shows a side-on view 
with all hydrogens except the bridging hydride omitted 
for clarity.   

So what are the forces responsible for the linear 
geometry in 1 and 2? A reinvestigation of the structure of 
3 by neutron diffraction techniques is currently being pur-
sued in order to determine what role the phosphine ligand 

plays in this unique type of bonding. Perhaps the ability of 
the i-propyl groups to interact with the halogen ligands 
coaxes the geometry to be linear (Figure 3). Indeed, con-
tacts shorter than the sum of the van der Waals radii for C 
and X were observed for both 1 and 2.  
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Figure 3.  ORTEP diagram of 2 (50% ellipsoids) 
showing the intramolecular H···Cl contacts. 

Table 1.  Largest M-H-M Bond Angles (°) Reported 
for Bimetallic Compounds and Characterized by 
Neutron Diffraction 

Compound M-H-M < Ref. 
1 177.9(10) this work 
2 177.5(11) this work 
[Cr2(μ-H)(CO)10][NEt4] 158.9(6) [1] 
[Cr2(μ-D)(CO)10][PPN] 155.8(9) [3] 
[Cr2(μ-H)(CO)10][K(C18H36N2O6] 145.2(3) [4] 
(CO)5Re(μ-H)Mn(CO)4Mn(CO)5 138.5(3) [5] 
[W2H(CO)10][NEt4] 137.1(10) [6] 

W2H(CO)8NO[P(OMe)3] 129.4(3) [7] 
β-W2H(CO)9NO 125.4(4) [9] 
α-W2H(CO)9NO 125.0(2) [9] 
[W2H(CO)10][PPh4] 123.4(5) [11] 
[MoCp(CO)2]2H[PMe2] 122.9(2) [12] 
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Abstract 
The Jahn-Teller effect plays a pivotal role in determin-

ing the structures of copper(II) and chromium(II) 
compounds, and may underlie the activity of the former 
metal ion in high temperature superconductors and 
biologically active molecules. The fact that the direction 
of the Jahn-Teller distortion in the copper and chromium 
ammonium Tutton salts may be switched by deuteration, 
the application of pressure, or doping with zinc ions, 
means that these compounds provide a unique opportunity 
to study the interplay of electronic and crystal packing 
forces in a Jahn-Teller system.  

Introduction 
The stereochemistry of Cu2+ complexes is generally 

interpreted in terms Jahn-Teller vibronic coupling, with 
this being termed ‘dynamic’ when the geometry changes 
as a function of temperature.  The ammonium copper 
Tutton salt (NH4)2[Cu(H2O)6](SO4)2 is of particular inter-
est because on deuteration it adopts a structure (Form A) 
in which the long axis of the Jahn-Teller distorted 
Cu(D2O)6

2+ ion occurs to a different pair of water mole-
cules from those in the hydrogenous salt (Form B), with 
the change being accompanied by slight alterations in the 
hydrogen bonding and disposition of the counterions. 
Moreover, both (NH4)2[Cu(H2O)6](SO4)2 and its deuter-
ated analogue undergo a thermal equilibrium involving 
the alternative direction of the elongated Jahn-Teller 
distortion [1]. 

Pressure-Temperature Dependence 
The present research has built upon the observation 

using the IPNS SCD that the structure of perdeuterated 
ammonium copper sulfate changes from Form A to Form 
B upon application of pressure [2], the first known exam-

ple of such a pressure-induced Jahn-Teller switch. The 
influence of pressure and temperature on the structural 
phase transition of (ND4)2[Cu(D2O)6](SO4)2 has been 
looked at in greater detail using pulsed neutron powder 
diffraction on the SEPD and HIPD diffractometers [3,4]. 
At various temperatures between 260 K and 325 K the 
compound was found to change from Form A to B as the 
pressure was progressively increased from 1 to 700 bar, 
with the pressure needed to cause the switch decreasing as 
the temperature increased. 

At 315 K and 325 K the structural change was gradual, 
smooth and reversible. At lower temperatures the change 
became sharp and below 307 K the pressure at which 
Form B changed to Form A as the pressure was slowly 
released was lower than that when the pressure was 
raised, i.e., a pressure hysteresis occurred. For tempera-
tures below ~298 K the sample remained 'frozen' in Form 
B when the pressure returned to 1 bar. On slowly warming 
a sample in this metastable state it changed to Form A 
between 296 K and 298.5 K. 

As Form B is slightly less dense than Form A, the unit 
cell volume V was found to decrease as the thermal equi-
librium developed. In the temperature range where the 
pressure switch was sharp and shows hysteresis the phase-
change approximates to a first-order transition. The 
enthalpy or latent heat ΔH of the transformation may then 
be obtained from the rate of change of the pressure P as a 
function of the temperature T via the Clapeyron equation: 
dP/dT = ΔH/(T  ΔV). 

Substitution of the observed changes in unit cell 
volume ΔV yields enthalpy changes decreasing from 259 
cm-1 at 260 K to 29 cm-1 at 303 K. The low-temperature 
value is consistent with estimates of the energy difference 
between the two Jahn-Teller orientations of the 
Cu(D2O)6

2+ ion [5]. The dramatic fall in ΔH as the 

Figure 1.  The Jahn-Teller elongation of two trans Cu–O bonds (shown in red) in (ND4)2[Cu(D2O)6](SO4)2 switches by 
90° with the application of pressure as observed by single crystal neutron diffraction [2]. The switch leads to a 
cooperative structural phase transition transmitted by a hydrogen bonding network. At 303 K, hysteresis is observed by 
following the changes in lattice constants by neutron powder diffraction [4]. 



Figure 2.  Pressure dependence of the unit cell c-axis at 
various temperatures. Pressure was applied to samples 
initially in Form A. Note the hysteresis loop for the 303 K 
data and that at temperatures of 298 K and lower the 
samples remain in the B phase even after the applied 
pressure was decreased to zero. Data at 50, 230 and 260 K 
are not shown for clarity [4]. 

temperature increases is to be expected because the basic 
structural difference between the two Forms decreases 
with the development of the thermal equilibrium. 

Partial Deuteration and Zn Doping 
A second recent line of inquiry has involved the sensi-

tivity of the structure of (ND4)2[Cu(D2O)6](SO4)2 to dop-
ing with other species. In an earlier study we found that 
the structure does not change gradually from Form A to 
Form B if deuterium is progressively replaced by hydro-
gen [6]. Rather, Form A is maintained until ~50% re-
placement, with Form B occurring for a lower fraction of 
deuterium. Perhaps surprisingly, the position of the ther-
mal equilibrium was found to be unaffected by the sub-
stitution. The Cr(H2O)6

2+ ion has a similar Jahn-Teller 
distortion to the copper complex and it was observed that 
(NH4)2[Cr(H2O)6](SO4)2 switched from Form A to B when 
22% of the Cr2+ ions were substituted by Zn2+ [7]. An 
investigation by X-ray diffraction suggested that a similar 
change could be induced in (ND4)2[Cu(D2O)6](SO4)2 by 
substituting as little as 3.4% of the Cu2+ sites by Zn2+ [8]. 
The most recent SCD study confirmed this by examining 
the structure of a single crystal of 3.4% Zn-doped 
(ND4)2[Cu(D2O)6](SO4)2 by single crystal neutron dif-
fraction at 20 K [9]. The structure was found to be Form B 
and within the limits of experimental uncertainty the 
geometry of the Cu(D2O)6

2+ ion was found to be identical 
to that of the Cu(H2O)6

2+ ion in this Form in 
(NH4)2[Cu(H2O)6](SO4)2. When in Form A, the 
Cu(D2O)6

2+ ion has a slightly larger Jahn-Teller distortion 
than the Cu(H2O)6

2+ ion in Form B and it was suggested 
that this might be due to an isotope effect [2]. The most 
recent result implies that this is not the case, so that the 
difference in distortion must be caused by an inequiva-
lence of the lattice interactions in the two Forms. In addi-
tion, the atomic displacement parameters for Zn-doped 
(ND4)2[Cu(D2O)6](SO4)2 showed no evidence for disor-

der, in contrast to (NH4)2[Cr0.78Zn0.22(H2O)6](SO4)2 at 15 
K which indicated disorder for the aqua ligands [7]. 

 

REFERENCES 
[1] M. A. Hitchman, W. Maaskant, J. van der Plas, C. J. 

Simmons and H. Stratemeier (1999). “Cooperative 
Jahn-Teller interaction in dynamic copper(II) com-
plexes. Temperature dependence of the crystal struc-
ture and EPR spectrum of deuterated ammonium cop-
per(II) sulfate hexahycrate.’ J. Am. Chem. Soc. 121, 
1488-1501. 

[2] C. J. Simmons, M. A. Hitchman, H. Stratemeier and 
A. J. Schultz (1993). "High-Pressure, Low-Tempera-
ture, Single-Crystal Study of Deuterated and Hydro-
genous Ammonium Hexaaquacopper(II) Sulfate 
(Tutton's Salt): A Pressure-Switchable Jahn-Teller 
Distortion." J. Am. Chem. Soc. 115, 11304-11311. 

[3] A. J. Schultz, M. A. Hitchman, J. D. Jorgensen, S. 
Lukin, P. G. Radaelli, C. J. Simmons and H. Strate-
meier (1997). "Hyseteresis of the Pressure-Induced 
Jahn-Teller Switch in Deuterated Ammonium 
Copper(II) Tutton Salt, (ND4)2[Cu(D2O)6](SO4)2." 
Inorg. Chem. 36, 3382-3385. 

[4] A. J. Schultz, R. W. Henning, M. A. Hitchman and 
H. Stratemeier (2003). "Influence of pressure and 
temperature on the crystal structure of deuterated 
ammonium copper Tutton salt, (ND4)2[Cu(D2O)6]-
(SO4)2." Cryst. Growth Des. 3, 403-407  

[5] W. Rauw, H. Ahsbahs, M. A. Hitchman, S. Lukin, D. 
Reinen, A. J. Schultz, C. J. Simmons and H. Strate-
meier (1996). "Pressure Dependence of the Crystal 
Structurs and EPR Spectra of Potassium Hexaaqua-
copper(II) Sulfate and Deuterated Ammonium 
Hexaaquacopper(II) Sulfate." Inorg. Chem. 35, 1902-
1911. 

[6] R. W. Henning, A. J. Schultz, M. A. Hitchman, G. 
Kelly and T. Astley (2000). "Structural and EPR 
Study of the Dependence on Deuteration of the Jahn-
Teller Distortion in Ammonium Hexaaquacopper(II) 
Sulfate, (NH4)2[Cu(H2O)6](SO4)2." Inorg. Chem. 39, 
765-769. 

[7] F. A. Cotton, L. M. Daniels, L. R. Falvello, C. A. 
Murillo and A. J. Schultz (1994). "Solid Solutions of 
a Jahn-Teller Compound in an Undistorted Host.  4.  
Neutron and X-ray Single-Crystal Structures of Two 
Cr/Zn Tutton Salt Solid Solutions and the Observa-
tion of Disorder by Low-Temperature Neutron 
Diffraction." Inorg. Chem. 33, 5396-5403. 

[8] C. Simmons, M. A. Hitchman, H. Stratemeier and T. 
Astley (2000). "Effect of Zn Substitution upon the 
Crystal Structure of (ND4)2[Cu[Zn](D2O)6](SO4)2." 
Inorg. Chem. 39, 4651-4653. 

[9] A. J. Schultz, J. A. Cowan, M. A. Hitchman and H. 
Stratemeier (2005). "Single crystal neutron diffrac-
tion study at 20 K of Zn-doped (3.4%) (ND4)2-
[Cu(D2O)6](SO4)2." Acta Cryst. C 61, m234-m236. 

 



NEUTRON DIFFRACTION INVESTIGATIONS OF H2 STORAGE IN 
CLATHRATE HYDRATES 

K.C. Hester, T.A. Strobel, C.A. Koh, E.D. Sloan, Center for Hydrate Research, Colorado School of 
Mines, Golden, CO 80401, US  

A.J. Schultz, IPNS, Argonne National Laboratory, Argonne, IL 60439, US 

Abstract 
Hydrogen storage in clathrate hydrates has recently 

received increasing attention. Two hydrate systems 
containing hydrogen were studied using powder 
neutron diffraction: tetrahydrofuran-d8 (TDF) + D2 and 
cyclohexanone-d10 (CHone) + D2. The crystal 
strucuture was determined to be sII for both systems. 
This is the first crystallograpic evidence that CHone 
forms sII. Additionally, a single guest hydrate is not 
know to form with CHone. Therefore, to the best of our 
knowledge, this is the first report of hydrogen 
stabilizing a double hydrate, where a second guest is 
required.  

Observed Fourier maps were used to determine the 
disordered guest locations. In both strucutres at 20 K, 
the hydrogen was found to occupy the small (512) 
cavity of the sII hydrate with the nuclear density 
centered in the middle of the 512 cavity. While further 
model refinements are still in progress, D2 occupancy 
in the 512 cavity varied from around 0.5 
molecules/cavity (0.5 wt%) for the CHone system, and 
around 1 molecule/cavity (1.1 wt%) for the TDF 
system. Also, the thermal expansity of the two hydrate 
systems, which is greater than that of ice, was 
measured over a range of 20-270 K for various 
pressures up to 70 MPa. 

 

INTRODUCTION 
Clathrate hydrates are non-stoichiometric crystalline 

inclusion compounds [1] composed primarily of water. 
When combined with small (< 9 Å), typically non-
associating, “guest” molecules at high pressures and 
low temperatures, the “host” water crystallizes into 
molecular cavities trapping the guest. Three common 
crystalline phases form generally as a function of the 
guest size: sI, sII, and sH. The smallest of hydrate 
formers (H2, He) and larger molecules (C3H8, THF) 
form sII, a Fd3m lattice (a ~ 17 Å). This structure has 
two cavity types: eight 512 and sixteen 51264 (XY, where 
X = vertices of a cavity face, Y = number of faces per 
cavity). Molecules of in between sizes (CH4, C2H6) 
form sI, a Pm3n lattice (a ~ 12 Å). This structure also 
has two cavity types: two 512 and six 51262. The 
structure containing the largest of guest molecules is 
sH, where two molecules are needed to form this 
P6/mmm hexagonal lattice (a ~ 12.3, c ~ 10.2 Å). To 
form sH, a large guest, such as methylcyclohexane, 
must occupy the 51268 cavity (one per unit cell) 

combined with a guest that will fill the smaller 435663 
(two per unit cell) and 512 (three per unit cell) cavities. 

 It is well-established that hydrates have the ability to 
highly concentrate gas in the lattice. For example, this 
high energy density material can store around 172 
volumes of methane (STP) per volume of hydrate. The 
concept of storing H2 in hydrates was popularized in 
2002 after spectroscopy work suggested quadruple 
occupancy of the 51264 cavity and double occupancy of 
the 512 cavity in a sII hydrate [2]. This would provide a 
material with slightly over 5 wt% storage of hydrogen. 
Even after neutron diffraction studies showed that the 
512 cavity was in fact only singly occupied [3], 
suggesting a storage capacity of ~ 3.8 wt%, interest still 
remained in this storage material whose only by-
product is liquid water. While storage in the pure 
hydrogen hydrate has many advantages, high pressure 
conditions are required to stabilize the material (200 
MPa at 280 K [2]). This required pressure can restrict 
the practical application of the pure H2 hydrate as a 
storage material. By the addition of stoichiometric (5.6 
mol%) THF, we found that the necessary pressure 
conditions can be reduced by about two orders of 
magnitude [4] (6) MPa versus 200 MPa for the pure 
hydrogen hydrate at 280 K). However, with this 
reduction in pressure, there is also a reduction in 
storage capacity, as THF occupies the 51264 cavities of 
the sII hydrate. 

Powder neutron diffraction has been successfully 
previously used at IPNS [5-7] and elsewhere [3, 8-10] 
to determine the position of disordered guest molecules 
in the hydrate cavities, and to quantify the fractional 
occupancy of guest molecules in the hydrate cavities. 
In this study, we examine two systems: 
tetrahydrofuran-d8 (TDF) + D2 and cyclohexanone-d10 
(CHone) + D2. In both systems, the change in lattice 
parameter was determined as a function of pressure (up 
to 70 MPa), for temperatures from 20-270 K. Also, the 
position and an estimate of the occupancy of the D2 in 
the hydrate was determined. 

EXPERIMENTAL 
All measurements were performed using the General 

Purpose Powder Diffractometer (GPPD) at IPNS at the 
Argonne National Laboratory. All high pressure work 
was performed in an aluminum pressure cell, described 
elsewhere [5]. This cell was masked with cadmium to 
reduce the contribution of the Al to the diffractogram in 
the 90o detector bank. Due to background from the 



pressure cell, for both systems, only data from the 90o 
detector bank was analyzed. 

 

Sample Preparation 
 

TDF, D2 hydrate  
THF-d8 was mixed in a stoichiometric ratio (~5.6 

mol%) with D2O and placed in a freezer at 253 K for 
up to around 12 hours. A solid formed, which we later 
confirmed to be TDF hydrate containing less than 1 
wt.% Ih. Pure TDF hydrate is stable at 281 K at 
ambient pressure [11]. The TDF hydrate was then 
crushed under liquid nitrogen, sieved to < 200 μm, and 
loaded into the pressure cell. The sample was then 
pressurized with D2 gas at 270 K and given time to 
convert to the binary hydrate. After around two hours, 
no further pressure drop was observed and the system 
was assumed to be fully formed TDF + D2 hydrate. 

 
CHone, D2 hydrate  

Unlike the TDF system, there is no known pure 
CHone hydrate, and a second guest is required to 
stabilize the hydrate lattice. In order to form the 
hydrate, CHone was added in a stoichiometric ratio 
(~5.6 mol% for sII) with D2O in a container. This 
solution was then shaken vigorously to emulsify the 
immiscible CHone into the aqueous phase and then 
quenched in liquid nitrogen. This ensured that the 
CHone was distributed homogenously throughout the 
sample. This frozen sample was crushed under liquid 
nitrogen, sieved to < 200 μm, and loaded into the 
pressure cell. The sample was then pressurized at 160 
K with D2, below the melting point of CHone (~220 
K). The system was then slowly heated above the pure 
CHone melting point. Upon melting the CHone, 
noticeable hydrate formation was detected in the 
diffractograms. The system was heated to 265 K and 
left to convert further to hydrate. Formation was 
determined by the decrease of the ice Bragg reflections 
compared to the increase in reflections for sII hydrate. 
After eight hours, 95 wt.% of the sample was sII with 5 
wt.% Ih. Since no further change in the composition 
was observed, the system was assumed to have reached 
the maximum obtainable conversion. 

 

Data Analysis 
Rietveld  analysis was performed using GSAS [12] 

with EXPGUI [13]. Initial atom positions for the host 
atoms in the sII hydrate were obtained from a previous 
study of the THF + H2S hydrate [14]. The guests in the 
51264 cavities were modeled using a spherical Bessel 
function, similar to the approach taken by Mak and 
McMullan [14]. In both cases, the effective radius of 
the Bessel function was adjusted to ensure the 
occupancy of the 51264 cavity refined to unity (cf. [10]).  

 

Observed Fourier maps were used to determine the 
location of the D2 molecules in the 512 cavity. Fig.  1 
shows a representative FOBS map for both systems, at 
20 K, centered at (0,0,0). The D2 molecule was 
modeled as a D atom slightly offset in the 512 cavity, 
similar to others modeling diatomic molecules in 
hydrates [8].  

 
Figure 1: FOBS map centered at (0,0,0). D2 nuclear 
density is shown to be centered in middle of the 512 
cavity. Map size: 2 Å center to edge, cavity atoms not 
shown. 

Additionally, Al (only present in the TDF system) 
and Ih phases were included in the refinement. The sII 
phase was found to contribute greater than 85% of the 
overall amount of the phases present in both systems. 
Using d-spacing data between 0.5 and 3.15 Å, the 
lattice parameter, host atom positions, isotropic thermal 
parameters, peak profile, and guest occupancies were 
all refined. Additionally, the background was modeled 
for diffuse scattering contributions.  

RESULTS AND DISCUSSION 

TDF + D2 System 
Neutron patterns were collected over approximately 

twelve hours. Fig. 2 shows a representative diffraction 
pattern for the TDF + D2 hydrate system. 

 

 
Figure 2: Diffraction pattern for TDF + D2 hydrate at 
20 K and 0.1 MPa. 



 
For the 20 K data, the statistics obtained were wRp = 

4.16% and χ2 = 5.809. Using this current model, D2 
occupancy was refined to around 1 molecule per 512 
cavity (Fig. 3). This is similar to the result obtained for 
the pure D2 hydrate system [3].  

 
 
 
 
 
 
 
 
 

 
Figure 3.  Representation of TDF-8/D2 hydrate with 1 
D2 molecule per 512 cavity, and large cavity filled with 
TDF-d8. 

 

CHone + D2 System 
Neutron diffraction patterns were collected between 

fifteen minutes and twelve hours. Fig. 4 shows a 
representative diffraction pattern for the CHone + D2 
hydrate system. 

 

 
Figure 4: Diffraction pattern for CHone + D2 hydrate at 
20 K and 0.1 MPa. 

For the 20 K data, the statistics obtained were wRp = 
5.36% and χ2 = 4.566. CHone requires a second guest 
to form. Because a double hydrate with CHone + D2 
was formed, there is further evidence that hydrogen 
behaves as any other hydrate guest. Therefore, there is 
no reason not to expect a sH system to be possible with 
hydrogen.  

Two points of interest arose from the CHone + D2 
system. Firstly, using this current model, D2 occupancy 
was refined to around 0.5 molecules per 512 cavity. We 
found this result surprising. Unlike TDF, which exists 
as a pure hydrate, D2 is necessary to form a hydrate 
with CHone. Therefore, one might intuitively expect 
the occupancy to be greater in the CHone system 
versus the TDF system. Further work is being 

performed to determine the cause of this lower 
hydrogen occupancy compared to the TDF system. 

 Secondly, the effective radius of the Bessel function 
required to fit the CHone in the 51264 cavity is less than 
that for TDF. Because the CHone molecule is 
physically larger than TDF, this may be an artifact of 
the spherical Bessel function model used. We are 
currently investigating the effect of using a rigid body 
refinement to model the CHone and TDF molecules in 
the 51264.  

 

Lattice Parameters 
The thermal expansivity of hydrates is known to be 

greater than that of ice [15]. Lattice parameters for both 
systems were determined as a function of temperature 
from 20-270 K for various pressures. 

Fig. 5 shows the changes in lattice parameter for the 
TDF + D2 system. Fig. 6 shows the changes in lattice 
parameter for the CHone + D2 system. Note that the 
CHone system has a much larger lattice parameter 
when compared to the TDF system. This is due to the 
large size of the CHone relative to the 51264 cavity. 
CHone is one of the largest known sII formers. Its size 
causes the lattice volume to expand by over 4%. 
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Figure 5. Lattice parameter versus temperature for the 
TDF + D2 system at various pressures. 
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Figure 6. Lattice parameter versus temperature for the 
CHone + D2 system at various pressures. 



 
CONCLUSIONS 

Neutron diffraction was performed on two systems 
containing hydrogen: TDF + D2 and CHone + D2. In 
both systems, D2 was found centered in the 512 cavity at 
the low temperature conditions. Initial refinements 
show that the D2 occupancy ranged from 0.5 to 1 
molecule/cavity as a function of the second guest 
molecule. 

Lattice parameters for both systems show that the 
size of the guest can have a significant effect of the size 
of the lattice. In this case, there was over a 4% increase 
going from TDF to CHone. 

Further work on the refinements will be focused on 
the model used for the large guest in the 51264 cavity. 
The results will be compared to that using the spherical 
Bessel function approach for these disordered systems. 

Overall, this work shows that more research is 
needed to understand the behavior of hydrogen in 
hydrates. As hydrogen storage materials, the systems 
investigated in this study have storage capacities 
between 0.5-1 wt% hydrogen. However, these results 
could be used to provide new insight into the search for 
other hydrate systems which can offer improved 
storage capacities. 
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1. Introduction 

CeO2-based solid electrolytes exhibiting good oxygen 
ionic conductivities are of great interest for applications 
in various electrochemical devices such as solid oxide 
fuel cells (SOFCs), oxygen separation membranes, and 
sensors, etc. [1-3].  Although ideal electrolytes are elec-
tronic insulators, the anode (fuel) sides of CeO2-based 
electrolytes, when subjected to strongly reducing atmos-
pheres, will undergo Ce4+ to Ce3+ reduction resulting in 
mixed-conducting properties.  The exact extent of this 
has not been fully understood, in particular in the pres-
ence of high oxygen partial pressure on the cathode (air) 
sides of the electrolytes.  Such an exact description of the 
spatial distribution of oxygen vacancy concentration in 
electrolytes/membranes is needed to develop a better 
understanding (mechanical and electrochemical) of ionic 
conducting ceramics as electrochemical devices [4]. 

Although several attempts have been made to derive 
such a profile on the basis of defect chemistry models 
(e.g. Duncan et al. [4], Atkinson et al. [5], and Godicke-

meier et al. [6]), independent experimental data are still 
lacking to verify and examine these models.  Neutron 
powder diffraction has shown promise to elucidate the 
profile of oxygen defect concentration V(x) in mixed 
conducting ceramic membranes [7],  and our previous 
results suggested that the bulk materials studied (mem-
branes based on perovskite and related structures in the 
Sr(La)-Fe-Co-O system) have a uniform oxygen vacancy 
concentration corresponding to that in air, significantly 
dropping near the reducing-side surface of the membrane 
(i.e., V(x) ≈ V(0) for 0 ≤ x ≤ L, and V(x)→V(L) as x→L, 
where x=0 and x=L represent the air- and reducing-side 
surfaces, respectively).  Here we extend our previous 
work to a pure ionic conductor (in air/oxygen atmos-
phere), and examine the V(x) profile expected to be quite 
different than those of perovskite-derived membranes, as 
suggested by Atkinson et al. [5]. 

The change in oxygen vacancy concentration following 
the change in pO2 is governed by the reaction between 
the oxide and oxygen from the gas phase.  Both surface-

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Schematic illustration of experimental set-up including sample holder with gold foil seals, EPICS control 
of gas flows, and mass spectrometry sampling of exhaust gases. 
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oxygen exchange and bulk-oxygen diffusion are involved 
in the defect transport, and identifying the rate-limiting 
step is a prerequisite for improving the performance of 
SOFC’s.  We took advantage of the upgraded GPPD for 
time-resolved diffraction studies exploring kinetic phe-
nomena.  We are particularly interested in developing a 
new method to study oxygen diffusion in Y-doped ceria, 
consisting of determining the correlation between lattice 
parameter and oxygen content - the most direct quantity 
for macroscopic scale oxygen diffusion - after an abrupt 
change in oxygen partial pressure. 

Experimental 
The Ce0.8Y0.2O1.9-δ sample was formed into a tube 

about 3-inch long with wall thickness ~1mm in the man-
ner reported elsewhere [8], and loaded into a specially 
designed sample holder, equipped with a device to pro-
vide a gas-tight seal between the electrolyte and the gas 
handling system (described in more detail in [9]).  The 
pO2 value on the reducing side was monitored with a 
solid zirconia electrolyte oxygen sensor. 

The required oxygen partial pressures for both sides of 
the electrolyte were achieved by flowing gas mixtures 
involving Air, Ar, CO2, CO, 1.2%CO/Ar, He and O2.  
The conditions for measurements in pO2 gradients are 
described by pO2’ (inside) |CY20 electrolyte| pO2’’ (out-
side).  Control of flow rates of gases were integrated into 
the data collection software.  An on-line mass spectrome-
ter was installed in the exhaust lines from the inside and 
outside for leakage evaluation (leakage was determined 
to be negligible) and gas composition analysis when nec-
essary.  Data were recorded at 15-min intervals at 900°C 
in the 2θ = ±90º detector banks, and Rietveld profile 
analysis was performed with GSAS [10].  The experi-
mental set-up is illustrated in Figure 1. 

Results and Discussion 
Initial measurements were made in a static mode 

where the gas mixtures on the inside and outside of the 
tube were the same.  At the completion of the static runs, 
with pO2 ~10-14 atm (I) and ~10-18 atm (II) (Fig. 2), data 
collection was continued under pO2 gradients by flowing 
oxidizing gases (40sccm He and 10sccm O2,, pO2

 ~ 10-0.7 
atm) (III) and less reducing gas (50 sccm He with O2 < 
5ppm, pO2

 ~ 10-5.3 atm) (IV) through the inside of the 
electrolyte while the low pO2 of ~10-18 atm was main-
tained on the outside of the electrolyte.   Sequential Riet-
veld analysis of diffraction data was performed in a simi-
lar fashion as described before [9]. 

As the electrolyte was exposed to reduced pO2, oxygen 
sub-stoichiometry δ was created in the structure (Fig. 3) 
accompanied by chemically-induced lattice expansion 
(Fig. 2).  The refined lattice parameter and oxygen con-
tent follow an approximately liner relationship, with εc/δ 
of 0.08 (εc=Δa/a) (Fig. 4). 

Since pO2-dependent ionic and n-type conductivity 
have been well understood for doped ceria, some conclu-
sions on transport properties could be drawn from analy- 

 
Figure 2. Variation in lattice parameter with time during 
progressive reduction in static mode (I) and (II), and in 
dynamic mode (III) and (IV). 

sis of structural data for the electrolyte under pO2 gradi-
ents.   As pO2 on the inside was increased from ~10-18 
atm to ~10-0.7 atm (III), both the average lattice parameter 
(Fig. 2) and oxygen non-stoichiometry (Fig. 3) were de-
creased to corresponding values similar to those observed 
for pO2 in the electrolytic region, suggesting that the 
electronic domain at the reducing side (due to Ce4+ par-
tial reduction) was at least partially suppressed by pO2' of 
~10-0.7 atm on the oxidizing side of the electrolyte.  How-
ever, as pO2 on the oxidizing side was reduced to ~10-5.3 
atm (IV), the average lattice parameter (Fig. 2) and δ 
(Fig. 3) subsequently increased to values corresponding 
to the prevailing pO2 of ~10-18 atm in the electrolyte. 
Therefore, the electrochemical properties of the electro-
lyte can be tuned by changing oxygen partial pressure on 
the one side from electrolytic domain using the condi-
tions pO2’= ~10-0.7 atm |CY20| pO2”= ~10-18 atm to elec-
tronic domain using the conditions pO2’= ~10-5.3 atm 
|CY20| pO2”= ~10-18 atm.  

Oxygen diffusion kinetics in CY20 electrolytes 
A number of different techniques have been used to 
study oxygen chemical diffusion kinetics in doped ceria 
and related ceramic materials, including electrical con-
ductivity relaxation [11-13], gravimetric relaxation [14-
16], etc.  In this work, oxygen diffusion was studied us 

 Figure 3. Log(Δa/a) vs. log(pO2/atm) in low pO2 regime 
compared with straight line with slope of -1/4. 



 

Figure 4. Correlation between lattice parameter and 
refined oxygen sub-stoichiometry δ for CY20.  

ing lattice relaxation, relying on the fact that the lattice 
parameter is a direct measure of oxygen content based on 
the linear relationship described above (Fig. 5). 

The sample geometry is a thin hollow cylinder with 
average inner and outer radii a=0.33 cm and b=0.44 cm, 
respectively, and can be considered a planar sheet, with 
sheet thickness b-a ≈ 0.11 cm.  Since the length is >> a 
and b, diffusion along the length of the electrolyte can be 
neglected.  Oxygen diffusion coefficients were obtained 
by fitting the lattice relaxation data using the Fick equa-
tion with appropriate boundary conditions and involving 
both bulk diffusion and surface exchange kinetics [17]: 
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where M0, Mt, and M∞ are oxygen content values at t=0, t 
and ∞, respectively; l ihalf the electrolyte thickness (cm); 
D the oxygen chemical diffusion coefficient (cm2·s-1); t 
the diffusion time (s); βns positive roots of βtanβ =L, and 
L = lk/D; k the linear rate constant of oxygen exchange 
(cm·s-1) and L a dimensionless parameter.  Large values 
of L correspond to bulk-diffusion-controlled and small 
ones to surface-oxygen exchange-controlled processes.  

 
Figure 5. Experimental lattice relaxation data in terms of 
fractional change of oxygen contents as function of time, 
and fitted curve from which both surface exchange con-
stant and chemical diffusion coefficient were extracted. 

Non-linear least-square fitting using equation (1) was 
performed by varying only two parameters D and k, re-
sulting in D and k values for (I) and (II) (Fig. 5).  The 
obtained diffusion coefficients in the two relaxation runs 
– Dchem = 6.7x10-6 and 7.9x10-8 cm2·-s-1, Kex = 8.5x10-6 
and 10.0x10-6 cm·s-1, for (I) and (II) respectively – indi-
cated that Dchem increased with increasing pO2, while Kex 
remained basically unchanged.  The surface exchange 
constant becomes important at pO2 of ~10-14 atm. These 
results are in good agreement with the literature [15,16].  
Included in Fig. 5 are relaxation data for (III) and (IV) 
with experimental data only; no attempt was made to fit 
these data before finding the appropriate analytical solu-
tion to model chemical diffusion where the surface con-
ditions on the two sides of the membrane are different. 

 Figure 6. Variation of Gaussian FWHM for (220) reflec-
tion obtained from single peak fitting in GSAS. 

Oxygen vacancy concentration profile V(x) 
As illustrated above, at the end of the static mode 

measurements, the inside of the electrolyte was exposed 
to an oxidizing atmosphere while the pO2 on the reducing 
side remained unchanged.  As we have already seen, the 
increase in oxygen partial pressure on the inside of the 
electrolyte led to a decrease in lattice parameter.  At this 
point when the pO2 gradient was imposed, we examined 
diffraction peak profiles, from which information about 
V(x) could be extracted.  Since neutron diffraction re-
flects the spatial average of material, peak profiles con-
tain complete information about structural or chemical 
inhomogeneities in the sample, namely oxygen vacancy 
distribution V(x) across the electrolyte thickness, in this 
case assuming that δ is a function of radial position only. 

To measure the peak profile variation as the electrolyte 
was exposed to different pO2’s and pO2 gradients, single 
peak fitting was employed for two reflections (220) and 
(111). Gaussian broadening, along with the peak position 
and intensity, was allowed to vary.   

As shown in Figure 6, there is minimal variation in 
peak width down to pO2~10-13 in the static measure-
ments.  The initial peak sharpening at pO2~10-18 in zone 
(II) is not clear at this point.  As the pO2 gradient was 
applied in (III), peaks initially broadened and eventually 
returned to original values.  The fractional change in 



 

 

 

 

 

 

 

 

 

 

 

Figure 7.  Schematic illustration of oxygen content profile change when electrolyte is exposed to pO2 gradients (III) and 
(IV).  On the left, starting from 10-18 |CY20| 10-18, i.e., highly reducing on both sides then switching to 10-0.7 |CY20| 10-18 
induces a small gradient across the membrane as the bulk switches to an oxidized condition, with a strong gradient at the 
reducing surface.  On the right, the starting condition is 10-0.7 |CY20| 10-18 switching to 10-5.3 |CY20| 10-18 where there is 
minimal gradient across the membrane and the bulk switches to a highly reduced form near that of the reducing side, and 
the strongest gradient is at the oxidizing surface. 

peak breadth is consistent with only a very minor varia-
tion in oxygen content V(x) across the electrolyte, with a 
slope estimated to be ≤1/8 the slope expected from linear 
variation between the most oxidizing and most reducing 
extremes.  The observed variation in peak breadth 
throughout zone (III) indicates that the oxygen distribu-
tion V(x) varies with time.  At the same time, the lattice 
parameter varied smoothly as shown in Figure 2.  There 
was much less peak broadening in zone (IV) suggesting 
that the V(x) is very flat during this transition. 
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Abstract 
Using neutron powder diffraction, we constructed the 

full nuclear and magnetic phase diagram for the 
La1-xSrxMnO3 system.  In this paper, we describe the 
delicate balance between the various magnetic states that 
coexist in very narrow composition ranges for x ~ 0.5 and 
0.95.  We show that La0.5Sr0.5MnO3 and La0.45Sr0.55MnO3 
undergo a series of paramagnetic, ferromagnetic and A-
type antiferromagnetic phase transitions.  For x = 0.5, 
phase separation occurring below 135 K results in the 
coexistence of ferromagnetic and antiferromagnetic 
phases over a wide temperature range.  Orbital ordering is 
associated with the low temperature A-type AFM phase.  
On the other hand, a very steep boundary line separates 
the C-type and G-type antiferromagentic phases in the 
composition range 0.9-0.95.  For x = 0.94, both 
antiferromagnetic types coexist at low temperatures. 

INTRODUCTION 
Manganese-based La1-xAxMnO3 (A = Ca, Sr, or Ba) 

materials exhibiting colossal magnetoresistive properties 
have been at the center of intense research over the last 
few years.  Interest in this system arises from the exotic 
behavior of the different members of the series and the 
corresponding complex nuclear and magnetic phase 
diagram.  Indeed, several studies demonstrated the 
existence of complex charge ordered and/or orbital 
ordered patterns in Ca substituted LaMnO3 observed for 
compositions with special Mn3+/Mn4+ nominal ratios (e.g., 
1/2, 1/4, 1/8, etc). 

The structures and properties of La1-xSrxMnO3 with 
strontium content (x) less than 0.5 are well understood [1–
4]. However, structural and transport properties of 
La1-xSrxMnO3 materials with x > 0.5 remained less 
understood because of the inherent difficulty in 
synthesizing single phase materials with x > 0.5 [5-10].  
In this paper, we show the full phase diagram of 
La1-xSrxMnO3 and focus our attention on compositions 
near the phase boundaries that separate different 
magnetically ordered states. 

MATERIALS SYNTEHSIS AND 
EXPERIMENTAL DETAILS 

A two-step solid-state synthesis method was employed 
to obtain high quality La1-xSrxMnO3 perovskite samples 

using stoichiometric mixtures of prefired La2O3, SrCO3, 
and MnO2.  In a first step, oxygen-deficient perovskite 
materials were produced by firing the mixtures in flowing 
gas of argon (10 ppm O2 or less) at temperatures up to 
1400 oC.  In the second step, the precursors were fully 
oxidized by simple post-annealing in air at 500 oC and the 
final oxygen content was carefully monitored using 
thermogravimetric analysis.  X-ray and neutron powder 
diffraction confirmed the single phase quality of all 
samples under investigation. 

NEUTRON POWDER DIFFRACTION 
Extensive studies have been performed in the 

composition range of 0.5  x  0 ≤≤  [1-4, 11].  In previous 
work [1], we demonstrated that LaMnO3 assumes several 
structural symmetries (AFM orthorhombic, FM 
orthorhombic, monoclinic, or rhombohedral) depending 
on the synthesis conditions and final oxygen 
stoichiometry (see also ref. [12]).  For 0.2  x  0.1 ≤≤ , we 
demonstrated the presence of two characteristic 
temperatures:  a Curie temperature TC that increases 
linearly with increasing Sr content and an orbital-ordered 
Jahn-Teller distorted transition temperature TJT that 
decreases with increasing Sr content.  The two transition 
temperature curves cross at x = 0.145 and T = 210 K.  In 
the same composition range, additional structural regions 
have been identified in which the materials exhibit large 
or small coherent and incoherent Jahn-Teller distortions.  
In the 45 .0 x  0.16 ≤≤  composition range, the materials 
are energetically stable and crystallize in a rhombohedral 
symmetry with no structural competition ever observed or 
reported.  The full phase diagram of La1-xSrxMnO3 is 
presented in Fig. 1 in which additional structural types are 
identified for different compositions and/or temperatures 
in the 1  x  0.5 ≤≤  composition range, namely, cubic 

m3Pm , tetragonal I4/mcm, and orthorhombic Fmmm.

SrMnO3

SrMnO3 crystallizes in a simple cubic m3Pm  structure 
in which undistorted corner-sharing MnO6 octahedra are 
arranged three dimensionally, thus, forming cavities 
suitable for the Sr ions.  The cubic m3Pm  structure 
extends to lower x values and a room temperature 
transformation to a tetragonal symmetry for x = 0.7 is 
observed.  The tetragonal I4/mcm structure results from a 
subtle distortion of the cubic symmetry with the 
elongation of the MnO6 octahedra and their rotation 
around the c-axis.  The orthorhombic Fmmm structure is 
observed at low temperatures for x ~ 0.5−0.6.  In this 
structure, more degrees of freedom are introduced with 
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three independent pairs of oxygen atoms forming the 
MnO6 octahedra. 

Figure 1:  Magnetic and structural phase diagrams for 
La1-xSrxMnO3.  Structural and magnetic transition 
boundaries are shown as solid and dashed lines, 
respectively.  The symbols C, T, R, and O refer to cubic, 
tetragonal, rhombohedral, and orthorhombic symmetries, 
respectively.  Coherent and incoherent Jahn-Teller 
distortions are present in the O′  and O* Pbnm structures, 
respectively.  O+ represents the Fmmm orthorhombic 
symmetry (see text for more details). 

 
Figure 2: Raw neutron diffraction data showing magnetic 
peaks of the C-type for x = 0.8, of the G-type for x = 1.0 
and of the C- and G-types for x = 0.9. 

The x = 0.9−0.95 samples are particularly interesting 
because they lie near or at the bottom of a valley on the 
phase diagram that separates the C-type and G-type 
antiferromagnetic states by a sharp and nearly vertical 
boundary line.  As shown in Fig. 2, neutron diffraction 
data collected for x = 0.8, 0.9, and 1 in the d-spacing 

range of 3 to 6 Å clearly demonstrate the strong 
competition between the C- and G-types and the 
coexistence of the two states for x = 0.9.  
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This observed phase coexistence is in agreement with 
several theoretical models [13-17] suggesting that 
electronic phase separation into different magnetic 
domains results from unstable canted antiferromagnetic 
structures.  The tendency to phase separation was 
explained by Yunoki et al. [16, 17]  to be an intrinsic 
property of the double exchange model.  Recent neutron 
scattering [18-20] and NMR [21] measurements gave 
experimental evidence for phase separation in 
La1-xCaxMnO3 with 0.92 < x < 0.97, for example [20], in 
the form of ferromagnetic droplets embedded within the 
host AFM structure. We should note, however, that such a 
FM phase is not observed in the La1-xSrxMnO3 system at 
the cubic (G-type)/tetragonal (C-type) phase boundary but 
as will be seen in the next paragraph phase separation of 
FM-AFM domains does occur for x = 0.5. 

Figure 3: Splitting of the tetragonal 220 and 004 peaks 
into orthorhombic peaks below 150 K for La0.5Sr0.5MnO3. 

La0.5Sr0.5MnO3

Paramagnetic La0.5Sr0.5MnO3 crystallizes in a tetragonal 
I4/mcm symmetry between the temperatures of 450 and 
320 K.  Below 320 K, the material undergoes a 
paramagnetic to ferromagnetic phase transition with the 
nuclear tetragonal structure remaining unchanged.  
Between 320 and 135 K, the ferromagnetic ordering of 
the Mn magnetic moments occurs in the direction of the 
long tetragonal c-axis.  Below 135 K, a significant 
number of additional diffracted intensities that appear in 
the neutron patterns indicate the occurrence of phase 
separation and the existence of a low temperature phase 
with reduced symmetry.  In fact, the high temperature 
ferromagnetic remained present (in lesser amounts) and 
coexisted with the low temperature phase at all measured 
temperatures between 38 and 135 K.  The low 
temperature phase was determined to be orthorhombic of 
space group Fmmm and found to accommodate an A-type 
antiferromagnetic ordering of the Mn spins.  The A-type 
magnetic structure consists of parallel ferromagnetic 
sheets that are antiferromagnetically coupled in a specific 



direction.  As such, in this structure, orbital ordering is 
supported and clearly observed as indicated by the 
measured ordered Mn-O bond-lengths.  Fig. 3 shows a 
three dimensional portion of neutron diffraction patterns 
as a function of temperature in which the low temperature 
coexistence of the two phases is clearly visible. 

La0.45Sr0.55MnO3 and La0.4Sr0.6MnO3

A similar sequence of nuclear phase transitions has 
been observed for La0.45Sr0.55MnO3 and La0.4Sr0.6MnO3.  
Similarly, similar magnetic sates have been identified for 
the x = 0.55 sample but not for x = 0.6.  The 
ferromagnetic phase was absent in the La0.4Sr0.6MnO3 
material and the transition from paramagnetic to 
antiferromagnetic occurred fairly quickly in a very narrow 
temperature range near 200 K as shown in Fig. 4. 

Figure 4:  Evolution of the Bragg peaks between 1.8 and 
2 Å as a function of temperature for La0.4Sr0.6MnO3.  
Cubic to tetragonal to orthorhombic phase transitions are 
clearly observed. 

CONCLUSIONS 
 La1-xSrxMnO3 samples with 0.5 < x < 1 were 

synthesized and studied in their stoichiometric single-
phase perovskite form.  Using neutron powder diffraction, 
we constructed the full structural and magnetic phase 
diagram for La1-xSrxMnO3 and demonstrated the presence 
of a strong competition between ferromagnetism and 
antiferromagnetism for x ~ 0.5 and a similar competition 
between C-type and G-type AFM states for x ~ 0.95.  It is 
also important to mention that first order transitions were 
observed when nuclear and magnetic structural transitions 
coincided for for 0.8 < x < 0.95 [22], whereas, second-
order phase transitions occurred for compositions in 
which the structural and magnetic transitions are 
decoupled and happen at different temperatures. 
Examining the various AFM configurations, we find that 
the A-type magnetic structure is favored when the MnO6 
octahedra possess two short Mn-O (compressed) and four 
long bond lengths, thus, giving rise to the observed 
orthorhombic Fmmm symmetry and to AFM interactions 
in the direction of the short bonds. 
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Abstract 
We describe atomic pair distribution function (PDF) 

measurements of the local structure of a number of topical 
electronic oxide materials.  This total scattering approach 
utilizes spallation neutrons to obtain precise, quantitative 
structural information from local structures, going beyond 
crystallography.  We report recent results on colossal 
magnetoresistant manganites and giant dielectric titanate 
materials.  We also report PDF measurements from the 
recently upgraded GPPD instrument and compare them to 
GPPD before the upgrade. 

INTRODUCTION 
Functional oxides with interesting electronic properties 

are important systems due to their potential in 
technological applications and for extending our 
understanding of the complex physics of correlated 
systems. They comprise a wide spectrum of materials 
such as manganites, titanates, and cuprates, all of which 
exhibit novel, and still not fully understood, phenomena 
such as colossal magnetoresistance (CMR), giant 
dielectric constant response, and high temperature 
superconductivity (HTS). Electron-lattice coupling in 
these systems plays an important, and poorly understood, 
role. In particular, elucidating the subtle local structural 
details, often very different from the crystallographic 
structure and usually involving the oxygen sublattice, 
could prove crucial for understanding the properties. 
Local structural information is accessible by means of the 
atomic pair distribution function (PDF) technique [1], 
which, as a total scattering technique, includes both Bragg 
and diffuse scattering information, and yields both the 
average crystalline structure and local deviations from it. 
The PDF is defined as  
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where S(Q) is the total scattering structure function. To 
obtain accurate information on the oxygen sublattice it is 
necessary to use neutrons as a probe, and to access the 
high momentum transfers, essential for PDF study, 
neutron spallation sources are required.  The PDF 
approach is seeing increasing use in the study of 
nanostructured materials and disorder in crystals [1]. 

 

GIANT DIELECTRIC TITANATES 
Recently there has been considerable interest in the 

dielectric properties of the cubic perovskite related to 

CaCu3Ti4O12 (CCTO). This material exhibits a giant 
dielectric constant (GDC) response with a highly unusual 
temperature dependence. It has a high and relatively 
temperature independent low frequency dielectric 
constant over a wide temperature range between 100 and 
600 K. However, below 100 K its value drops abruptly by 
almost three orders of magnitude, an effect that is not 
accompanied by a long range structural phase transition 
[2-4]. The crystal structure of CCTO is shown in Figure 1. 
Various competing proposals have been put forward to 
explain this phenomenon [4-6]. The discussion revolves 

 

 
 

Figure 1: CaCu3Ti4O12 structure is cubic (s.g. Im-
3): TiO6 octahedra, Ca atoms (light spheres), and 
Cu atoms (dark spheres). 

 
around whether the interesting behavior is extrinsic, due 
to domain boundary effects, or intrinsic in the lattice. To 
distinguish these possibilities it is necessary to 
characterize the local structure. In the PDF work local 
structural properties of the CCTO system were 
investigated as a function of temperature within a range 
from 50 K up to room temperature [7].  

We performed a complementary neutron diffraction and 
x-ray diffraction study on finely pulverized samples of 
CaCu3Ti4O12. The neutron diffraction part of the study 
used time-of-flight experiments carried out at the Special 
Environment Powder Diffractometer (SEPD) at the IPNS 
at Argonne National Laboratory (ANL). About 10 g of 
polycrystalline sample was sealed in a cylindrical 
vanadium tube with helium exchange gas. The sample 



was cooled using a closed-cycle He refrigerator, and data 
collected at 50, 100, 150, 200, and 290 K. 

Typical PDFs of CCTO both from neutron diffraction 
and from x-ray diffraction experiments are shown in 
Figure 2. It should be noted that the neutron PDFs of 
CCTO exhibit peculiar behavior: contributions of Ti–O 
and Cu–O to the first PDF peak cancel out, so the first 
peak is ‘missing’. This is due to the negative scattering 
length of Ti for neutrons, and due to almost identical 
component distances of Ti–O and Cu–O. Inspecting the 
PDF profiles (figures 2(a) and (b)), one sees that the 
neutron scattering properties of Ti cause both positive and 
negative PDF peaks, i.e., peaks and valleys, respectively. 
This is in contrast to the case of x-ray diffraction PDFs 
where all the peaks contribute positive intensity (figure 
2(c)). This perfect cancellation of the Cu–O and Ti–O 
intensities will only occur for selected peaks in the 
structure. Other peaks contain information about the 
relative positions of these ions and so a refinement over a 
wide range of r will provide accurate structural 
information on these species. 

 

 
Figure 2: The reduced atomic PDF of CCTO. 
Experimental data (open circles) and fits (solid 
curves) are shown for: (a) data obtained from 
neutron diffraction at 50 K and (b) at room 
temperature; (c) data obtained from x-ray 
diffraction at room temperature (collected on 
X7A at NSLS at Brookhaven National 
Laboratory). Arrows mark the nearest neighbor 
PDF peak: in CCTO it contains two 
contributions, coming from Ti–O and Cu–O 
distances. 

 

In agreement with earlier studies, no signature of a 
structural phase change was observed. The temperature 
dependence of the nearest neighbor Cu–O distance (not 
shown) is very flat, supporting the idea that this is bracing 
the structure. No evidence for nanoscale octahedral tilting, 
or off-centre Ti displacements, is found. However, the 
isotropic Ca displacement parameter (Figure 3(a)), has a 
significant static offset compared to the expected Debye 
behavior. 

Simple modeling based on bond valence concepts 
supported the local structural observations. The 
temperature at which both the Ca and Cu environments 
are optimal was estimated to be in the vicinity of 260 K. 

 

 
 

Figure 3: (a) Evolution with temperature of the 
isotropic displacement parameters of Ca and Cu. 
Solid curves show the Debye model for Ca and 
Cu, with parameters as specified in Table 3 of 
Reference [7]. The dashed curve is a Debye 
curve of Ca corresponding to the same Debye 
temperature, but with offset parameter set to 
zero. The thick dotted curve shows a Debye 
model for Cu using a higher Debye temperature 
of 785 K. (b) Isotropic displacement parameters 
of Ti and O as a function of temperature, with 
Debye model curves superimposed (solid 
curves). Debye model curves for Ca and Cu 
(dotted curves) are also shown for comparison. 

 
At lower temperatures the Ca becomes underbonded. This 
is generally accompanied by a reduction in site symmetry 
and may result in off-center displacements of Ca ions. If 
these displacements do not become long range ordered 
because of the braced structure, this would explain the 



absence of a structural phase transition and the static offset 
of the Ca thermal parameters. This would be consistent 
with the presence of local domains of coherently polarized 
displaced Ca ions at low temperature and which could 
explain the enhanced values of far IR lattice dielectric 
constant, a parameter playing an important role in 
intrinsic and extrinsic boundary layer capacitance models 
for the large dielectric response [7]. 

CMR MANGANITES 
The neutron probe is a particularly useful tool for 

studying systems with strong charge-lattice coupling. As a 
matter of fact, often the mere existence of such coupling 
is revealed from neutron diffraction studies.  The 
possibility of the isotopic enrichment option represents an 
integral component of  this type of study. 

Isotopic substitution has a dramatic effect on the 
properties of the CMR material Pr0.525La0.175Ca0.3MnO3. In 
this system the ferromagnetic metallic (FM) phase is 
marginally stable. Simply replacing 18O with 16O has the 
dramatic effect of destroying the low-temperature FM 
phase [8-10].  PDF studies of these isotopically 
substituted samples clearly showed the important 
structural response to the appearance of the FM phase.  
The height of the PDF peak at 2.75 Ǻ is an order 
parameter for the FM phase as is clearly evident in Fig. 4. 

Neutron powder diffraction experiments were carried 
out on SEPD instrument at the IPNS. We find from the 

 

 
 
 

Figure 4: Plot of PDF peak-height of the r = 
2.75Ǻ O-O peak vs. temperature for two samples 
of La0.525Pr0.175Ca0.3MnO3 enriched with 16O 
(open circles) and 18O (filled circles) 
respectively. In the 18O the transition to a FM 
ground-state is suppressed and the sample 
remains an AF insulator to low temperature. This 
clearly shows that the excess PDF peak-height is 
coming from the appearance of undistorted 
octahedra in the metallic phase. 

 
the PDF that the shape of the MnO6 octahedra changes 
from being elongated, due to a Jahn-Teller distortion, to a 
more regular shape below the IM transition in the 16O 

sample, whereas the 18O sample remains distorted at all 
temperatures. This local structural result, which was 
possible to obtain only by neutron powder diffraction 
experiment, emphasizes the important role that lattice 
plays in the CMR effect and the IM transition in 
manganites [11].  

Bilayer Manganites 
The atomic PDF technique has been employed to probe 

the atomic local structural responses in naturally double 
layered manganites La2-2xSr1+2xMn2O7 in the doping range 
0.54 ≤ x ≤ 0.80. This system has a rich and interesting, but 
not fully understood phase diagram, shown in Figure 5 
[12, 13]. The low temperature neutron powder diffraction  

 

 
Figure 5: Structural and magnetic phase diagram 
of the bilayer manganite La2-2xSr1+2xMn2O7 in the 
range 0.3 ≤ x ≤ 1.0 determined by neutron 
powder diffraction. Solid markers represent the 
magnetic transition temperature (TC or TN); open 
squares delineate the tetragonal to orthorhombic 
transition. Several magnetic phases are 
identified: ferromagnetic metal (FM), canted 
antiferromagnetic (CAF), and A-, C-, and G-type 
antiferromagnetic insulators (AFI). The region 
marked ‘No LRO’ has no magnetic diffraction 
peaks at T ≥ 5 K. Samples in the region marked 
‘CO’ exhibit long-range charge ordering 
reflections in x-ray and/or electron diffraction. 

measurements, performed on SEPD at IPNS at ANL, 
suggest the coexistence of two different Jahn-Teller (JT) 
distorted MnO6 octahedra when its ordered magnetic 
structure crosses over from type A (0.54 ≤ x ≤ 0.66) to 
type C/C* (0.74 ≤ x ≤ 0.90) ordering. At all doping levels 
at low temperature the doped holes reside predominantly 
in the plane of the bilayer. In the type A magnetic 
ordering regime, the eg electrons appear to be significantly 
delocalized in the plane resulting in undistorted octahedra, 
while in type C/C* regime, elongated JT distorted 
octahedra are apparent.  



 
Figure 6: Solid circles are the in-plane lattice 
constants a and b from PDF refinements with 
orthorhombic models, while open circles are from 
Rietveld refinements on the same data with 
tetragonal and orthorhombic models in 0.54 ≤ x ≤ 
0.76 and 0.78 ≤ x ≤ 0.80, respectively.  

 
This is consistent with the presence of inhomogeneous 
coexisting delocalized and localized electronic states. No 
evidence of macroscopic phase separation has been 
observed. Such nanoscale inhomogeneities may explain 
the magnetically frustrated behavior observed in the spin 
disordered ‘gap’ region (0.66 ≤ x ≤ 0.74). The pulsed 
neutron diffraction based PDF study revealed that what 
crystallographically appears as an orthorhombic to 
tetragonal phase transition, is actually an order-disorder 
type transition with the underlying structure locally 
always being orthorhombic, as demonstrated in Figure 6 
[14].   

Reciprocal space effects on PDF 
In addition to experiments with primarily scientific 

context, we carried out several more technical 
experiments dedicated to further develop the PDF 
technique at IPNS. These projects included efforts in 
establishing improved measures of quality for the atomic 
PDF [15], and extensive studies of the reciprocal-space 
instrumental effects on the real-space neutron atomic PDF 
[16]. Recently, the importance of the Q-space resolution  
has been understood in studies of nanocrystalline 
materials and disordered crystals. In these studies reported 
here we used SEPD and General Purpose Powder 
Diffractometer (GPPD), rather than the Glass, Liquid, and 
Amorphous Materials Diffractometer (GLAD) to take  
advantage of the higher resolution. Here we note that 
GPPD was recently upgraded with a neutron wave guide. 
We recently tested the upgraded GPPD instrument to 
benchmark its performance and suitability for PDF 
studies, using a set of standard samples. A qualitative 
comparison of the results is shown in Figure 7, where the 
real-space resolution of the upgraded GPPD is compared 
to that of the same instrument prior the upgrade, as well 
as to the NPDF diffractometer of LANSCE at Los Alamos 
National Laboratory. The upgraded GPPD is a highly 
suitable and reliable instrument for carrying out atomic 

PDF studies. The data-rates of the upgraded GPPD are 
improved with a data collection time of 6 hours compared 
to 8 hours for the instrument prior to the upgrade. 
 

 
 

Figure 7: The reduced atomic PDF ZnSe0.5Te0.5 at 
10K, obtained through a sine Fouurier transform of 
F(Q) using data up to Qmax=35Ǻ-1: focus on the 
low-r region and the nearest neighbor peak 
splitting. The figure features the same r-region for 
the three measurements, with PDFs obtained under 
identical conditions. From top to bottom: at the 
NPDF at LANSCE at Los Alamos National 
Laboratory, at the GPPD at IPNS at Argonne 
National Laboratory before the upgrade (1), and 
after the recent upgrade (2).  
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Evan Maxey (GPPD), Simine Short (SEPD) and Yaping Li (GPPD) ”inspect” the supermirror 
guide in the upgraded GPPD 
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INTRODUCTION 
 

It has been a productive five years for GLAD which has 
been spurred on by the surge of interest in polyamorphism 
as well as liquid-liquid and amorphous-amorphous 
transitions in general. Substantial progress has also been 
made by combining data from spallation neutron 
diffractions new ‘sister’ technique high energy x-ray 
diffraction. Measurements at extreme conditions have 
been a primary theme during these past few years, with 
experiments at high pressures up to 6GPa using piston 
anvil cells, the development of containerless melting 
techniques with laser heating up to 3050oC, and last but 
by no means least, structural measurements on liquid 
hydrogen fluoride. However user experiments are often 
remembered for the actions or comments of characters 
that worked on them. So I will start this report with a 
word of thanks to all the postdocs and students associated 
with GLAD who have worked with us during this time. 
 

PERSONNEL 
 

 
 

Qiang Mei (U. Wyoming) squashing glass in the Paris-
Edinburgh cell. Mei has accepted an offer to stay at 
GLAD as an Argonne postdoc for 2006. 

  

 
 

Rob Hart proving he really did attend at least some of the 
glass and optical materials meeting in Florida. Rob left in 
the summer of 2005 to go into industry. 
 

 
 
Sujatha Sampath left in 2002 to take up a postdoc position 
at U. Wisconsin but has recently returned as a visiting 
adjunct professor from Arizona State University. 

 

 
 

Jack defines a new way of measuring postdocs - in units 
of Urquidi’s. Photo courtesy of Evan Maxey. Jacob left in 
2002 to take up a joint professorship at New Mexico State 
University and LANSCE. 
 

 
 

Sylvia McLain (left or is it right ?) making something 
hazardous to put on GLAD. Sylvia was awarded an 
international NSF postdoc in 2004 and is serving her time 
at ISIS. 

 



 
 

The hot and cold of it. Left: Clockwise from bottom left: 
Chris Tulk (SNS), Jacob Urquidi (IPNS), Joerg Neuefeind 
(ANL, now SNS), Chris Benmore (IPNS) during an ice 
experiment on GLAD. Right: Joan at the laser controls. 
 

 
 
The bubble reads ‘OK, now tell me how easy it is to 
correct for hydrogen’. 
 
Joan Siewenie has been busy modeling GLAD data using 
the Reverse Monte Carlo technique with trips to U. 
Tenessee and U. Littoral, France, to help set up 
simulations for GLAD users. In 2005 Joan was awarded 
an Argonne pacesetter award as an acknowledgement for 
this work. She has now started a part time physics Ph.D. 
at Northern Illinois University (on computer modeling of 
glass and liquid neutron data of course) in addition to her 
work on GLAD.  

 
INSTRUMENT 

 
GLAD stability and backgrounds have greatly improved 
over the years making it suitable for accurate 
measurements. Extensive work and tests have been 
carried out on a new incident honeycomb Soller 
collimator system and this should be put into place 
permanently in 2006, with a some increase in incident 
flux. In 2005, after being squeezed either side by 
instrument upgrades on QENS and SCD, we expanded 
away from the monolith by means of a large deck 
extension. The final one hundred 3He position sensitive 

detectors, needed to bring the GLAD detector bank up to 
its’ full design capacity, were procured in 2005 and 
GLAD is scheduled to undergo a major detector upgrade 
in the summer shutdown of 2006. At the same time the 
data acquisition system will be upgraded and the old 
Atlas/Genie GLAD analysis software completely 
replaced. In fact GLAD recently reached run number 
10,000 which forced an early switch to the new software 
for some users. 
 

 
 

Measured image of the GLAD beam profile. The 
horizontal strip is a BN mask placed at the sample 
position. Usually for powdered samples in a Vanadium 
can the main neutron intensity falls on the sample at the 
bottom of the can.  

 
SOFTWARE 

 
Analyzing Time-of-Flight neutron total scattering data 
involves many instrument dependent corrections, 
including: detector deadtime, normalization of detector 
counts to beam monitor counts, time-of-flight to 
momentum transfer Q rebinning, use of vanadium data for 
both calibration and data merging purposes, as well as 
attenuation, multiple scattering, and inelastic effects. The 
implementation of these in the Integrated Spectra 
Analysis Workbench (ISAW) software suite has been 
achieved through the efforts of Julian Tao (IPNS) to 
whom I and many users are indebted. Extensive details on 
the corrections and their implementation have been 
documented in reference [1]. 
 
The fastest I could probably analyze a raw GLAD data set 
using the old Atlas software was about an hour. The new 
Java based software rather than grouping into 19 angular 
groups, performs the corrections pixel-by-pixel (1.6 
million of them) and creates an S(Q) in approximately 3 
minutes. In adition the low Q limit of GLAD has been 
extended from 0.325 Å-1 to 0.175 Å-1. 
 



 
 

A 3-D view of GLAD and measured intensities as a 
function of time-of-flight in ISAW. 

 

0 5 10 15 20 25
 

 

Uncorrected I(Q)

0 5 10 15 20 25

R
el

at
iv

e 
in

te
ns

ity

 

Uncorrected I(Q)

R
el

at
iv

e 
in

te
ns

ity

0 1 2 3 4 5
0

100

200

 

 

Placzek

0 1 2 3 4 5
0

1000

2000

3000

 

 

Placzek

0 10 20 30 40

0.5

1.0

 

 

Absorption coefficient As, s

0 10 20 30 40
0.75

0.80

0.85

 

 

Absorption coefficient A
s, s

0 10 20 30 40
0.08

0.12

0.16

 

 

Multiple scattering

0 10 20 30 40
0.10

0.15

0.20

 

 

Multiple scattering

0 5 10 15 20 25
-0.2

0.0

0.2

0.4

 

Q (Å-1)

F(Q) (10-2 barns)

0 5 10 15 20 25
-0.5

0.0

0.5

 

F(Q) (10-2 barns)

D2O 

Q (Å-1)

CCl4

 
Examples of the measured intensity and correction factors 
associated with analyzing data from CCl4 and D2O. From 
top to bottom : sample scattering intensity vs. Q before 
corrections; calculated Placzek effect in terms of a 
dimensionless ratio between the Placzek corrected 
scattering cross section and the uncorrected one; 
calculated coefficient of neutrons scattered by sample 
then attenuated by sample calculated multiple scattering 
in terms of secondary scattering fraction; corrected 
sample scattering intensity vs. Q. Corrections were 
calculated at the scattering angle 2θ = 113.6º. 
 
I would like to point out that the GLAD computer which 
now runs the new software is called Perseus. The choice 
of this name comes from Greek mythology and I quote an 
email message from Rob Hart below for the reason :  
 
Atlas fought on the side of his father, Chronos, against 
Zeus and the Olympians.  Upon the eventual victory of the 

Olympians, he was banished.  But an oracle prophesied 
that a son of Zeus would kill his mortal body.  Perseus 
was Zeus's son who killed the gorgon Medusa, and as a 
result had something of an award tour.  But Atlas would 
not host him, and out of displeasure over this fact, 
Perseus showed Atlas the head of Medusa, which turned 
his body into stone.  The legend goes that this is the 
creation of the Atlas mountains.  As if this were not 
enough, in the afterlife, he is punished by Zeus to 
eternally bear the earth on his back to keep it separate 
from the heavens. So while our new software will be the 
mortal death of Atlas, it remains the foundation of our 
data analysis.  Thus a fitting name for the new computer 
is Perseus. 

SAMPLE ENVIRONMENT 
 
As mentioned in the introduction GLAD has specialized 
in experiments at extreme conditions in the past few 
years, whether it was pressure, temperature or acidity. 
With help from Chris Tulk, Malcom Guthrie (both SNS) 
and Darren Locke (Stonybrook) a considerable amount of 
knowledge of how (and how not) to perform high pressure 
experiments on amorphous materials has been obtained. A 
phase II small business initative grant in collaboration 
with Rick Weber (CRI Inc.) helped adapt a containerless 
levitation system with laser heating for use in wide angle 
neutron diffraction experiments. Meanwhile John Turner 
and Sylvia McLain (U. Tennessee) fabricated Teflon and 
monel sample containers for diffraction measurements on 
superacidic solutions. 
 

 
 
A photograph of a TiZr gasket between two anvils in the 
Paris-Edinburgh cell. 
 

 



A flat plate Teflon can manufactured for a diffraction 
experiment on liquid hydrogen fluoride.  
 

 
 
Jim Rix (CRI Inc.) lines up the 240W CO2 laser on GLAD 
for a levitation experiment. 

MODELING AND VISULIZATION 
 

Structural modeling of diffraction data continues to be an 
important but often time consuming aspect of data 
interpretation. Several groups of users have used MD 
packages such as DL_POLY to model their neutron data 
with literature potentials with much success. For RMC (or 
EPSR), the use of both neutron and high energy x-ray 
diffraction data is usually a necessity for generating a 
realistic model. Isotopic substitution data also provides an 
important constraint. Joan Siewenie ran a course in 2003 
for users wanting to get started with RMC called ‘Make it 
Go’. 
 

 
 
Clustering occurring in AgGeS glass as a function of 
Ag2S compsoition produced using RMC modeling and 
constrained by two Ag isotope neutron measurements and 
a high energy diffraction data set. 
 
For many systems several data sets have been collected, 
and a popular way to show several radial distribution 
functions is to plot the D(r) data as a real space contour 
plot. Top: The example of glassy AsSe as a function of 

composition is shown above representing the formation of 
As4Se4 molecular-type units. Bottom : The formation of 
tetrahedral in GeSe2 – in this case the neutron spectra 
represents the topology of the glass. 
 

 

SCIENCE HIGHLIGHTS 
 

Adrian Wight has remarked that it is futile for researchers 
performing structural studies on glasses to search for a 
universal theory of the first sharp diffraction peak (FSDP) 
[2]. Nonetheless, taken for a single system as a function 
of some variable (pressure,. composition etc.) useful local 
information on changes the intermediate range order and 
local structure may be obtained. Such studies on the 
FSDP have formed a large part of the research on GLAD 
in recent years. Martin et al [3] have had success in 
indexing FSDP’s by comparing to known crystalline 
templates in layered systems. Elliott and co-workers [4] 
have modeled the first huge principal peak in VHDA ice 
by positionally disordering mixtures of high density 
crystalline phases. Tulk et al [5] have tracked the position 
of the FSDP as a function of time and anneal temperature 
to access a myriad of intermediate amorphous ice forms. 
They have also begun to relate changes on the local 
structural level to network formation on the intermediate 



range order length scale in amorphous ice. An empirical 
formulae for this relation has already recently been 
derived for binary selenide glasses by Bychkov at al [6]. 
All we now need is an explanation. 
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A comparison of S(Q) is made for several tetrahedral 
glasses, scaled by the first peak in the radial distribution 
function r1. The first sharp diffraction peak, often 
associated with intermediate range order, the chemical 
ordering peak related to the connectivity of units and the 
region of the spectra dominated by details of the 
tetrahedral unit are also marked. Note the similarity of the 
x-ray spectra (oxygen-oxygen partial) for low density 
amorphous ice, amorphous Si and amorphous Ge, 
compared to that of classic AX2 type glasses which 
include a well defined FSDP due to the existence of open 
regions in the network [7]. 

 
SPALLATION NEUTRON AND HIGH ENERGY 

 X-RAY DIFFRACTION COMBINED 
 

Probably one of the most significant advances in glass 
structure determination in recent years is the development 
of the high energy x-ray diffraction technique, which 
allows high momentum transfers to be accessed. 
Beamlines at 11-ID and 1-ID at the APS now cover a 
comparable Q-range to the GLAD diffractometer at IPNS 
and several neutron users now regularly apply for time at 
both facilities to study the same sample. Kohara et al [8] 
and Wilding et al [9] have successfully exploited the 
spallation neutron/high energy x-ray combination in the 
case of geological glasses. Whereas Sampath et al [10] 
and Guthrie et al [11] have used the combination to 

observe the effects of high pressure on glass structure. 
Turner and co-workers [12] have combined isotopic 
neutron diffraction with high energy x-ray data to make a 
full partial structure factor analysis of liquid HF for the 
first time. 

 

1 nm 

Pressure 

 
Formation of a dense Octahedral glass [9]. 
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INTRODUCTION 
Kivelson and co-workers have discovered a low-

temperature rigid state in the fragile glass former 
triphenyl phosphite (TPP) [1]. It was discovered by 
annealing the low temperature glassy phase at 220K. The 
annealed (high density) form was initially reported to be 
amorphous and named as the “glacial state”. They argue 
that the locally preferred structure (glacial) and ideal 
crystal structures are expected to be slightly different. The 
glacial phase could provide the first experimental 
evidence of topological frustration in super-cooled liquid, 
and the investigation of polyamorphism of TPP would 
contribute to the understanding of the supercooled liquid 
state and the subsequent glass formation. However, the 
nature of the glacial state is a matter of debate and several 
different interpretations have now been proposed. Hedoux 
et al. [2] have performed Raman, X-ray diffraction and 
inelastic neutron scattering experiments, and argue that 
the glacial state is not amorphous but formed by 
nanocrystallized domains of the stable crystalline phase, 
mixed with a fraction of under-cooled liquid. The relative 
fractions of these components depend on the aging 
temperature. Raman spectra have shown that there exists a 
weak C-H...O hydrogen bond in the glacial state at 
222K~226K, which has been used to support the 
nanocrystalline-supercooled liquid mixture interpretation. 

 
Figure 1. The molecular conformation of TPP in the 
hexagonal crystal state. The nearest neighbour HH and 
CH interactions to which neutrons are most sensitive are 
shown. 

EXPERIMENTAL DETAILS 
Neutron scattering experiments were performed at low 
temperature (190 K – 250 K using a liquid nitrogen 
cryostat) on a fully deuterated P(OC6D5)3 (D-TPP) sample 
and 67% fully deuterated 33% fully hydrogenated mixture 
P2/3(OC6D5)2+P1/3(OC6H5) sample using the Glass Liquid 

and Amorphous materials Diffractometer at Argonne 
National Laboratory, USA. The TPP samples were loaded 
into 9.5mm outer diameter (D-TPP) and 6.3mm (Mixture 
TPP) vanadium cans of 0.1mm wall thickness in an inert 
glove box. Sample temperatures for these experiments 
were stable to within ~0.2K. The 67:33 mixture was 
chosen to give 15 atomic% hydrogen content, balancing 
the requirements of performing manageable inelastic 
scattering corrections on a 6.3mm diameter cylindrical 
sample, obtaining good statistics in a reasonable period of 
time (between 2 and 8 hours) and providing a measurable 
isotopic contrast to extract the hydrogen related 
interactions [3].  

RESULTS AND DISCUSSION 
Figure 2 shows the neutron diffraction patterns for the 
crystal, glacial, super-cooled liquid, glass and liquid of D-
TPP. These spectra are dominated by C-H, C-C and H-H 
interactions. Evidence of Bragg peak formation in the 
glacial state is observed in the neutron data and absent in 
X-ray structure factor, suggesting the Bragg peaks may be 
dominated by hydrogen lattice interactions.  
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In order to differentiate between intra- and inter-phenyl 
ring hydrogen interactions in first order difference 
distribution function ΔDH(r) (not shown), a simple model 
phenyl ring, was calculated based on a modified version 
of the published x-ray crystal structure. It is found that the 
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Figure 2 Measured total neutron structure 
factors for the fully deuterated TPP in 
different forms. 



intra-phenyl ring hydrogen distances H-C1 (hydrogen to 
the first adjacent carbon atom), H-C2 and H-C3 in the 
neutron spectra are ~0.15 Å longer relative to the 
published x-ray crystal structure data. The bond distances 
from neutron data are considered to be more accurate and 
reliable since neutron scattering is extremely sensitive in 
probing hydrogen (deuterium) positions. The simple 
model phenyl ring was constructed from Gaussian peaks 
in which the C-H bond length was fixed to 1.08 Å, in 
agreement with the neutron data (see figure 3). 
Consequently the neutron 2.17 Å distance is assigned to 
H-C2, the 3.37 Å distance to H-C3, and the shoulder at 
2.40 Å to intra-ring H-H correlations. The comparison of 
the modeling and experimental data suggests that the two 
smaller hydrogen correlation peaks around ~2.8 and ~3.0 
Å in TPP crystal are most likely due to inter-phenyl (C-H 
and/or H-H) ring interactions. It is not possible from the 
isotopic substitutions made in this experiment to ascertain 
whether or not these correlations are between phenyl rings 
in the same molecule or between different molecules. 
From the modified structural model of the TPP molecule 
we find six intramolecular H-C and H-H distances below 
3.4 Å which are very sensitive to the orientation of the 
phenyl rings, in particular the ‘inverted’ ring.  Two 
distinct C(H)-O intermolecular hydrogen bond distances 
at 2.81 and 2.97 Å (between neighbouring molecules) 
have been identified in the hexagonal crystal structure 
which lead to H-H and C-H correlations with minimum 
approach distances of 2.89 Å and 3.15 Å, respectively. 
These are illustrated in figures 4 and 5.  

 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Total neutron correlation functions for the glacial state 
formed at 215 K, 225 K and the crystal at 250 K for the 
fully deuterated TPP sample are shown in figure 3. These 
data show significant structural re-arrangements in the 

glacial state have to occur in the 2.8-3.0 Å and 4.5 Å 
regions before longer-range crystallization can take place. 
In addition, since the 225 K glacial state data cannot be 
simply reproduced from a linear combination of the 215 K 
glacial state and the crystalline structures, the results 
suggest that the glacial state is not a simple two-
component mixture of the nanocrystalline and 
supercooled liquid phases. Based on the neutron and x-ray 
results we suggest slight variations in molecular 
conformation as well as changes in the next nearest 
neighbour interactions are responsible for the longer range 
structural differences between the glacial and crystalline 
states. Therefore the glacial state may well originate from 
a frustration effect caused by a competition between 
optimal molecular conformation (in the glacial form) and 
weak intermolecular hydrogen bonding effects (in the 
crystal, as shown in Figure 3). 
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Figure 3. Total neutron correlation functions for 
the fully deuterated sample in the early glacial 
stage at 215K, later glacial stage at 225K, and 
crystal at 250K. The data were truncated at 
Qmax=25 Å-1.

 
Figure 4. A schematic model of the nearest neighbour 
interactions in the supercooled liquid, glacial state and 
hexagonal crystal state of TPP. Hydrogen bonds are 
shown in blue. 

 
The concept of “locally preferred structure” (LPS) has 
been proposed by Kivelson and co-workers to interpret 
the structural changes and the metastable glacial phase 
[4]. A LPS is loosely defined as an arrangement of 
molecules which, in a given region of the pressure-
temperature phase diagram, minimizes some local free 
energy [4]. It is assumed that there are (at least) two 
different LPS in TPP. In the suggested scenario the first 
LPS is a TPP molecule cluster which has a low local free 
energy because it can assume an optimal molecular 
conformation. The second type of LPS is a TPP molecule 
cluster linked by two inter-molecular hydrogen bonds, 
which slightly alters the molecular conformation. 

 
Reverse Monte Carlo simulations are in progress to help 
determine the possible orientational correlations between 
neighbouring molecules in TPP. Preliminary results show 



a high degree of parallel, ‘T’ and ‘L’ type structural 
configurations are associated with the supercooled liquid 
and glacial states. 
  

 
Figure 5. An example of different locally preferred 
structures. Intermolecular hydrogen contacts between TPP 
molecules in the hexagonal crystal (top) and monoclinic 
crystal (bottom). Only hydrogens involved in 
intermolecular bonding are shown for clarity as small 
open spheres. The oxygen atoms are shown as red 
spheres. The thin solid line represents weak inter-
molecular hydrogen bonds. 
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INTRODUCTION 
Superacids are a class of fluid that show extreme 

acidity due to the presence of 'superelectrophilic' 
hydrogen.  The reactivity is such that conventional bases, 
such as ammonia and hydroxide ion are augmented by 
hydrocarbons, including methane, the hydronium ion the 
presence of which in a conventional solution is the sole 
criterion for a Brønsted acid and the ammonium ion.  By 
indirect spectroscopic techniques, it is well-established 
that these species exchange hydrogen for deuterium in 
superacidic media with the only mechanistic pathway 
being associative, meaning that H3O+ is itself protonated 
in certain superacids. 

D+
O
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H

H

D

2
- D+ or H+

OH(3-x )DxOH3

 
Superacids are used widely in both academic and 
industrial contexts.  The ability to protonate hydrocarbons 
is exploited in the cracking of crude oil and almost all the 
hydrocarbons used for fuel and fine chemical synthesis is 
the product of superacidic or acidic catalysis. 

A program to investigate the structure and dynamics of 
superacids and superacidic solutions began in 2000 and 
has resulted in the structural characterization of the major 
materials in this class, including anhydrous hydrogen 
fluoride, fluorosufuric acid, antimony pentafluoride and 
boron trifluoride.  All of these materials are either 
archetypes for superacidity or for Lewis acidity.  Support 
for this work has been provided by IPNS, the Department 
of Chemistry and the Neutron Sciences Consortium of the 
University of Tennessee, the National Science Foundation 
and the Petroleum Research Fund.  

HYDROGEN FLUORIDE 
The study of the structure of anhydrous HF has 

provided, for the first time, the structure of the strongest 
hydrogen-bonded fluid at the pair correlation function 
level.  The partial pair correlation function for each 
interaction, derived from neutron diffraction and high 
energy X-ray data is shown in Figure 1 along with the 
subsequent fits from the RMC model to the data.  

These results [1-3], important and interesting in their 
own right, are also a critical test of calculation methods  

 
Figure 1: Partial pair correlation function for HF; data 
(black line), RMC fits (green line.) 
  
short strong hydrogen bond in condensed phase.  In 
contrast to prior calculational predictions, the structure at 
the boiling point of the fluid is comprised of short, 
unbranched oligomers of ~8 – 10 molecules with very 
short, bent hydrogen bonds.  Representative chains from 
the RMC modeling box are shown in Figure 2. 

At the freezing point, the chains are functionally 
infinite and the hydrogen bonds are linear and even 
shorter.  A highly surprising result is the constancy of the 
shortest F-F distance in the fluid, which is invariant with 
temperature. Moreover, the breadth of the H-H pair 
correlation function implies that the hydrogen atom in this 
system is not behaving classically, a feature that has been 
included in the most recent calculations by others. This 
points to the fact that HF is a truly remarkable fluid.  

FLUOROSULFURIC ACID 
One of the acids, besides HF, which shows the highest 
acidity, is the molecular superacid, FSO3H.  FSO3H was 
studied [4] and it was revealed that this liquid contained 
two intermolecular hydrogen bonds, which are not known, 
to date, in any other acidic system. 
 



 
Figure 2:  An average structure of an HF chain at 298 K 
from a reverse Monte Carlo model of the X-ray and 
neutron diffraction data. 

Figure 3: Pair correlation functions for only the hydrogen 
containing correlations in FSO3H. 

Figure 3 shows the pair correlation functions for only 
the hydrogen-containing correlations at two different 
temperatures, where the first peak in each of the data 
shown here corresponds to the molecular O-H peak, 
whereas the second peak corresponds to the 
intermolecular hydrogen bonding peak.   

Close inspection of the hydrogen bonding peak showed 
that this peak was asymmetric at both temperatures 
measured, indicating the presence of two rather than one 
hydrogen bonding interaction.  For this reason, the DFT 
calculations were performed to determine if there was a 
possibility that one of the hydrogen bonds seen could be a 
O-HF interaction along with the expected O-HO 
interaction.  Figure 4 shows the results of the DFT 
calculations with two dimers; one is bonded through O-
HO interactions and one through O-HF interactions.  
In each case the dimers converged to give an acceptable 
minimal energy.  

BORON TRIFLUORIDE 
Boron trifluoride is a molecular Lewis acid and an 
interesting fluid in its own right.  The strength of the 
Lewis acidity of the boron trihalides has often been 
assumed to increase with the atomic number of the halide, 
with BF3 being atypically weak. 

The rationale for this chemical behavior is usually 

  
Figure 4: Hydrogen bonded FSO3H dimers.  The white 
atoms represent hydrogen, the red atoms oxygen and the 
green atoms fluorine. 

based on the assumed decreasing strength of pπ-pπ “back-
bonding” interactions (between the filled p- orbitals in the 
ligating halide and the boron center) with increasing 
halide atomic number.  In order to determine the amount 
of pπ-pπ “back-bonding” seen in liquid and supercritical 
BF3, neutron diffraction measurements were performed on 
11BF3 in two liquid and three supercritical states and 
subsequently modeled using RMC analysis.  T(r) for BF3 
at each state measured is shown in Figure 5.   

 
Figure 5: T(r) for 11BF3 at five measured state points. 

It was clear from the measurements that the molecular 
symmetry of the BF3 remained in tact at each pressure and 
temperature as the first and second peaks- B-F (1.3 Å) and 
F-F(2.4 Å) are unchanged at each state point [5].  In order 
to understand the degree of interactions, RMC modeling 
was peformed and a degree of intermolecular interactions, 
albeit weak interactions, were detected in the liquid at 153 
K.  A model of these interactions is shown in Figure 6.  
The model showed that a proportion of molecules were 
canted toward each other indicating that there is indeed 
some preferred orientation in BF3 in the liquid state 
between molecules.  This refutes the claim that BF3 is a 
weak molecular acid by virtue of its intra-molecular 
interactions, but instead supports the view that 
intermolecular interactions at least partially determine the 
structure of this fluid.   



 
Figure 6: Axial interactions in liquid and supercritical 
BF3, showing the density derived radius to scaled relative 
to the BF bond length, and the orientation of a proportion 
of the intermolecular interactions. 

ANTIMONY PENTAFLUORIDE 
In condensed phases, SbF5 is highly associated; it also 

serves as an archetype for associated fluids that are bound 
by 3 center – 4 electron (3c-4e) interactions.  SbF5 is the 
strongest simple fluoride acceptor on the Lewis acidity 
and the associated nature of SbF5 represents an 
‘autoamphoteric’ interaction in that in the pure fluid SbF5 
acts both as a fluoride donor and acceptor.  In fact the 
addition of SbF5 to the superacids FSO3H and HF leads to 
an increase in the acidity by 10 – 15 orders of magnitude.  
Measurements were taken on SbF5 in the liquid phase 
using both neutron and high-energy X-ray diffraction the 
total pair correlation functions from each of these 
measurements are shown in Figure 7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: Total pair correlation functions for SbF5 at 298 
K from neutron and high energy X-ray diffraction 
measurements. 

Previous measurements using 19F NMR suggested the 
presence of a polymeric form of SbF5 linked by bridging 
fluorine atoms in the fluid.  In order to reproduce the 
structure of SbF5 in the liquid state the Empirical 
Structure Refinement (EPSR) was used.  EPSR was 
specifically designed for creating a model of the 
disordered materials which is consistent with the 
diffraction measurements.  By using EPSR, the structure 
of SbF5 which is comprised of fluorine linked individual 

molecules was seen [6].  A representative sample from the 
diffraction box is shown in Figure 8.  
 

Figure 8: SbF5 chains generated from the EPSR fits to the 
neutron and high energy X-ray data.  The green atoms 
show the bridging fluorines. 
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INTRODUCTION 
 

Compositional changes of the first sharp diffraction peak 
(FSDP) in the measured structure factor have been studied 
for several binary selenide glasses using pulsed neutron 
and high-energy x-ray diffraction techniques.  The 
observed variations in the FSDP (factor of 10 in the 
amplitude and ≈0.5 Å-1 in the peak position) reflect 
multiple aspects in the glass network on both the short- 
and intermediate-range scale and are also correlated with 
macroscopic properties. An empirical relation has been 
discovered relating the compositional dependence of the 
FSDP position to the local coordination number of the 
guest atom.  
 
The first sharp diffraction peak (FSDP), a prominent low-
Q feature in the structure factor S(Q) of network glasses, 
has been a subject of extended interest in the last two 
decades.  Nevertheless, the origin of the FSDP is still a 
matter of debate, although it is clear that it can arise for 
different reasons in different systems [1,2].  Neutron 
diffraction with isotopic substitution [3,4] and anomalous 
x-ray scattering [5] clearly show that the main 
contribution to the FSDP usually comes from network-
forming cation-cation (NFC) correlations.  The FSDP 
shows at least two anomalies: (i) it remains invariant or 
even becomes more intense and narrow with increasing 
temperature in contrast to usual broadening of peaks in 
S(Q) [6,7], and (ii) it decreases in amplitude with 
increasing pressure [8,9].  The NFC correlations reflect an 
intermediate-range ordering (IRO) in the glass network 
since a characteristic length scale deduced from the FSDP 
position, L1 ≈ 2π/Q1 = 3.5-8 Å, covers usually 2-3 
interatomic distances [2].  In contrast to extensive studies 
of the FSDP as a function of temperature and to a lesser 
extent pressure, surprisingly very little attention has been 
paid to the compositional dependence of the FSDP 
parameters except for previous works on binary selenide 
systems P-Se [10] and Si-Se [11]. 

EXPERIMENTAL DETAILS 
The selenide binaries AxSe1-x, where A is an element of 
Group IV, V or VI, are very suitable model materials for 
these studies since they exhibit a very large glass-forming 
range from pure vitreous Se (x = 0) to x = 0.4-0.7.  In 
addition, AxSe1-x glasses remain homogeneous on 
mesoscopic scale over the entire vitreous domain on the 
contrary to phase-separated S-rich binaries.  In this study 
we have carried out time-of-flight neutron and high-
energy x-ray diffraction measurements on complementary 

binary selenide glassy systems (Ge-Se, As-Se, Te-Se) as 
well as additional P-Se glass compositions and compared 
to literature data on Si-Se glass.  
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FIG. 1.  Low-Q part of the x-ray structure factor SX(Q) for 
selected compositions in the AsxSe1-x system. 

 
The low-Q part of the S(Q) for the binary glasses exhibits 
remarkable changes with composition (Fig. 1).  With 
increasing NFC content, the FSDP becomes a factor of 10 
more intense and shifts to lower Q by 0.5 Å-1.  Such an 
enormous change is not exhibited by any other peak in the 
structure factor.  Plotting the FSDP amplitude (Fig. 2) and 
position (Fig. 3) as a function of the NFC concentration, 
several characteristic composition regions appear for the 
Group-IV (GexSe1-x, SixSe1-x) and Group-V (AsxSe1-x, 
PxSe1-x) alloys. On the other hand, the chain-like Group-
VI alloy, TexSe1-x, does not show any dramatic evolution.  

RESULTS AND DISCUSSION 
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FIG. 2.  Amplitude of the FSDP in binary selenide glasses 
as a function of x.  Only neutron diffraction data are 
plotted. 
 
Region I: Random distribution of the NFC-related 
structural units at x ≤ 0.10-0.15.  The FSDP amplitude 
remains almost constant in this region (Fig. 2), while 
characteristic trends appear in the FSDP position as a 
function of composition (Fig. 3).  In particular, we note a 
distinct difference in the initial slope, ∂Q1/∂x, for the 
Group-IV (-2.2 Å-1 atom-1, x ≤ 0.10-0.15), Group-V 
AsxSe1-x (-0.52 Å-1 atom-1, x ≤ 0.4) and Group-VI (-0.11 
Å-1 atom-1, x ≤ 0.55) systems.  The invariant FSDP 
amplitude in this composition range suggests a random 
distribution of the NFC-related structural units in the 
disordered selenium network. Direct evidence of the 
random/non-random NFC distribution is demonstrated in 
the GexSe1-x system.  The absence of short Ge-Ge 
correlations at ≈3.0 Å below x ≈ 0.10, characteristic of 
edge-sharing (ES) GeSe4/2 tetrahedra [4,7], indicates a 
random distribution of GeSe4/2 units.  The short Ge-Ge 
distances clearly appear at x ≥ 0.14 indicating an 
agglomeration of GeSe4/2 into a mixture of corner-sharing 
(CS) and ES GeSe4/2 tetrahedra.  Raman data [12] are also 
consistent with the edge sharing above x ≈ 0.1, and recent 
77Se NMR results also confirm agglomeration of GeSe4/2 
tetrahedra at x ≥ 0.11 [13].  A non-monotonic change in 
the entropy of viscous flow at x ≈ 0.1 [14] and in thermal 
relaxation above x ≈ 0.12 [15] correlate with a drastic 
change in the network topology.   
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FIG. 3.  FSDP position in binary selenide glasses as a 
function of x.  The initial slope of the lines is given in the 
text. The solid line for PxSe1-x represents calculated Q1 
values (see text for details).  The dashed lines show limits 
for the regions I, II and IIIB (AsxSe1-x).  
 
The remarkably different slopes for two-, three- and four-
fold coordinated guest species reflect the magnitude of 
changes in the intermediate and short-range order as 
determined by the real-space functions and spectroscopic 
data.  An empirical equation was found to relate these 

initial slopes to the guest n and host n0 local coordination 
numbers: 
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where ∂Q1/∂x(n0) is the initial slope for the TexSe1-x 
glasses since n = n0 = 2 in this case.   
 
It is interesting to note that the term (3π/2) appears for a 
disordered binary system of hard spheres as a result of 
chemical ordering and relates the position of the first peak 
in the Bhatia-Thornton concentration-concentration 
structure factor SCC(Q) to the sphere diameter d [16]: 
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Region II: Network formation by NFC-related structural 
units at 0.10-0.15 ≤. x ≤.0.2-0.4. Above Group-IV and -V 
atom concentrations of 0.10-0.15, the FSDP amplitude 
increases dramatically, reaching a maximum for the 
Group-IV systems at the stoichiometric ASe2 
composition, x = 0.33.  In contrast, the FSDP amplitude in 
the Group-V does not reach a maximum but the rate of 
increase changes from nearly linear to parabolic at x ≈ 0.2 
(P-Se) and 0.4 (As-Se). 
 
Regions IIIA and IIIB: Homopolar NFC-NFC bonds at x 
≥ 0.2-0.4.  The appearance of homopolar NFC-NFC first 
neighbor correlations in the glass structure dramatically 
changes the FSDP amplitude.  As already mentioned, this 
effect is different for the Group-IV and -V systems.  A 
sharp decrease in the FSDP amplitude observed in both 
GexSe1-x and SixSe1-x above the stoichiometric 
composition x = 0.33 (Region IIIA) is related to the 
change in the structural role played by the Group-IV 
atoms.  They no longer behave as network-forming 
cations but depolymerize the network as a modifier.  In 
contrast, in the Group-V systems, the network 
polymerization remains essentially invariant when P-P 
(≈2.23 Å) or As-As (≈2.53 Å) homopolar bonds appear in 
the network at x ≈ 0.2 and x = 0.4, respectively, (Region 
IIIB), consistent with 31P NMR, 75As NQR and Raman 
spectroscopy results [17-19].  The parabolic increase of 
the FSDP amplitude in this case appears to be related to 
additional intermediate-range correlations caused by the 
neighboring phosphorus or arsenic atoms in dimers and/or 
to a progressive appearance of P4Se3/As4Se3 cage 
molecules above x ≈ 0.5. 
The behavior of the P-Se system is more complicated due 
to multiple phosphorus sites (4- and 3-coordinated) 
observed at low x in 31P MAS-NMR and Raman 
spectroscopy studies.  Our high-resolution diffraction 
results in r-space also suggest mixed phosphorus 
coordination at x ≤ 0.1.  The solid line in Fig. 3, 
calculated using phosphorus distributions between 4- and 



3-coordinated sites and P-P -related structural units 
derived from NMR, Raman and neutron diffraction data, 
reproduces the experimental FSDP position as well as the 
continuous change of ∂Q1/∂x from a nearly 4-coordinated 
to a 3-coordinated value at x ≈ 0.2.   
 
The observed structural features and trends at the IRO 
level do not correlate with rigidity percolation limits 
which predict specific changes in the glass network 
dynamics at x = 0.2 for tetrahedral systems and at x = 0.4 
for trigonal ones.  It seems that the network dynamics and 
static IRO structure are not closely related in case of 
binary selenide glasses.   
 
Summarizing, we have found that the compositional 
evolution of the intermediate-range order is closely 
related to variations in the local order.  Consequently, the 
FSDP reflects multiple changes in the glass network on 
both the short- and intermediate-range scales: random vs. 
non-random distribution of the NFC-related structural 
units, homopolar NFC-NFC bond formation, network-
forming vs. modifier-like behavior, the appearance of 
cage molecules, and the effect of local coordination of the 
guest atoms, and these changes also correlate with 
macroscopic properties.  
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INTRODUCTION 
 
The non-crystalline solid forms of water have been 
intensively studied, and these studies have extended back 
over the entire second half of the twentieth century. 
Despite this intensive interest some fundamental 
questions remain, foremost among these is the detailed 
relationship between these non-crystalline ice forms and 
super cooled liquid water and, more specifically, the 
extent to which transformations in the amorphous forms 
relate to transformations in the liquid. These non-
crystalline ices have been formed by several techniques 
including vapor deposition, quenching the liquid and 
pressurization and annealing of crystalline ice at low 
temperature. At low pressure these have been mostly 
characterized by a density very similar to low pressure 
crystalline ice. These forms have become known 
collectively as low density amorphous ice. The exact 
relationship among the various amorphous forms at low 
density remains unclear. At higher pressure and low 
temperature crystalline ice amorphizes into a form whose 
density is substantially greater than the other amorphous 
forms, thus this form has been referred to as high density 
amorphous ice. This high density amorphous form 
exhibits a well known transformation to a low density 
form upon decompression and annealing at ambient 
pressure and upon recompression. Furthermore, this 
transformation has often been observed to occur rapidly. 
Thus the temptation has been to consider all the low 
density amorphous forms as being nearly identical, and to 
relate these to the glass formed by rapid low pressure 
temperature quench of the liquid, and likewise, the high 
density amorphous form to the glass formed by 
temperature quenching the liquid at high pressure. By 
extension then, the transformation between the high 
density and low density amorphous forms might relate to 
transformations in the glassy forms and even further into 
the supercooled liquid regime. And that a two state model 
of the amorphous-amorphous transformation might be 
used as a basis to explain the structural transformation 
processes evidenced in the liquid at higher temperature. 
Toward further understanding these processes, we ask, 
what is the detailed structural nature of the amorphous – 
amorphous transformation process?  
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1, shows various linear combinations (x S(Q)HDA  
+ (1-x) S(Q) LDA) of the initial and final high density and 
low density amorphous ice structural factors compared 
with a measured intermediate relaxed structure factor 
(blue line) as measured by both x-ray and neutron 
diffraction. Clearly the two component model fails. 

EXPERIMENTAL DETAILS 
 
Over the past several years we have engaged in a 
systematic series of studies regarding the transformation 
processes in pressure induced amorphous ice using 
complementary neutron scattering at IPNS (using the 
GLAD and SEPD instruments) along side with high 
energy x-ray diffraction experiments carried out at the 
APS. In these experiments we have obtained time-of-
flight neutron diffraction data, structure factor functions 
and radial distribution functions as the samples are very 
carefully annealed at atmospheric pressure and during the 
transformation from the high density form to the low 
density form. These experiments were facilitated by the 
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intensity of the sources combined with the instrument 
stability and low background levels. As such, several 
datasets were collected very quickly under each annealing 
condition giving a snap-shot of the sample structure. Our 
first set of experiments detailed that the high density 
structure actually relaxes through a process of continuous 
network evolution, and since the instantaneous ‘relaxed’ 
structure is clearly unique, these studies showed that there 
is no one definitive high density amorphous ice structure, 
thus calling into question previously held assumptions 
regarding the simple two component transformation 
process. (see Fig 1). [1]. 

LDA ice
 HIGHLY ORDERED

RESULTS AND DISCUSSION 
 
Subsequent studies detailed that the network relaxation 
process involved a continuous ‘unfolding’ of the oxygen 
atoms that are located between the first and second 
coordination shells in the amorphous network. During this 
relaxation process these interstitial oxygen atoms were 
clearly observed to smoothly move to greater distances 
from near the first coordination shell and to eventually 
form a well defined second coordination shell. 
 

 
Figure 2. A schematic showing the location of a nearest 
neighbour interstitial molecule in amorphous ice which 
defines the local structure. Picture courtesy of Rob Hart. 
 
 There was no apparent discontinuity at these longer 
distances that might indicate the structural process was 
discontinuous. Despite the fact that the process is 
exothermic, and once started can take place quickly, it is 
likely that this smooth transformation sequence of the 
network structure is independent of the transformation 
While this is evident in our real space plots of the data 
from both neutrons and x-rays [3] it can also be seen 
empirically in the directly measured reciprocal space data, 
and the data plotted in Figure 3 [4]. In general the first 
peak in the structure factor function is representative of 
the intermediate range ordering. The position of the peak 
indicates the periodicity of the structural units in the 
amorphous structure, while the height and width indicated 
the extent of the ordering within the structure.  

Figure 3. There appears to be two stages to the process, 
one where the first peak decreases in intensity and 
broadens followed increasing intensity and sharpening. 
The peak height vs peak position of the first strong peak 
in the structure factor of various amorphous ice structures 
including very high density amorphous ice.   
 
As such, a plot of the peak height vs. the peak width for 
all the data collected thus far clearly indicates the trend 
from highly ordered amorphous structure in the highest 
density form, through a rather disordered amorphous 
structure traditionally referred to as high density 
amorphous ice, into the new low density structure again 
exhibiting considerable ordering. 
 
The next series of experiments focused on the structural 
relationship with a newly formed amorphous ice that is 
synthesized by annealing the high density form at 
elevated temperature, near the transformation to ice VI, 
while under pressure. This form is known as very high 
density amorphous ice. Using both neutron and x-ray 
scattering it became clear that this annealed form 
exhibited a significantly higher degree of intermediate 
range ordering, i.e. ordering that extends into the glassy 
network structure well beyond the first and second nearest 
neighbor correlations, relative to the unannealed 
‘traditional’ high density form. The general picture that 
emerged was that the highest density network structure 
(VHDA) exhibited considerable ordering, and that in the 
high density form (HDA) this ordering was broken down 
substantially and did not extend much beyond the first 
few bond lengths, and in the low density form (LDA, 
produced by heating the sample at atmospheric pressure 
toward the low pressure crystalline ice form) introduced a 
different network structure that also exhibited a 
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substantial level of intermediate range ordering relative to 
the more disordered high density amorphous form.  
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Figure 4. The real space differential distribution functions 
of very high density amorphous ice including never 
before seen details of the location of the oxygen ordering 
in the very high density form. 
 
The net result of these investigations was to call into 
question the connection between the amorphous forms of 
ice produced by compression and the glassy forms of 
liquid water. It is likely that amorphous ice and the 
transition between the forms is not an extension of the 
structural process that takes place in the low temperature 
liquid.  
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INTRODUCTION 

 
Investigation of the structure of high temperature and 
metastable liquids is important in the development of new 
glass and photonic materials and in fundamental studies 
of liquid state phenomena such as nucleation and liquid 
phase behavior [1,2].  The application of neutron 
techniques complements X-ray studies and opens 
opportunities for studies of oxides, nitrides and other low 
atomic number elements [3-5].  

 
Neutron-based measurements on high temperature liquids 
are generally performed using furnaces with vanadium 
shields that are limited to a maximum temperature of 
~1400 K before structural integrity becomes problematic. 
The use of containerless techniques:  
 
(i) completely eliminates crucible-derived contamination 
of melts,  
 
(ii)  expands the temperature range that can be studied,  
 
(iii) avoids container-induced heterogeneous nucleation 
of crystals, allowing access to deeply undercooled liquids 
and metastable states, and  
 
(iv) accesses pristine, free liquid surfaces. 
 
Recent experiments [6-12] have shown the utility of using 
containerless techniques in combination with neutrons.  
The availability of very high flux neutron sources such as 
the Spallation Neutron Source (SNS) being constructed at 
Oak Ridge, TN [13] will enable fast measurements on 
liquids to provide data on structural changes during 
transient processes. 

  
In this work, an aerodynamic levitator equipped with a 
pure vanadium levitation nozzle and a 240 watt CO2 laser 
was integrated with a neutron beam line.  Metal oxides 
were levitated and studied at temperatures from 300 to 
3300 K.  

EXPERIMENTAL DETAILS 
 

Neutron diffraction experiments were performed at the 
Glass Liquids and Amorphous materials Diffractometer 
(GLAD) at the Intense Pulsed Neutron Source (IPNS), 
Argonne National Laboratory.  Liquid samples were 
studied using a levitation technique which completely 
eliminated contact with container surfaces [11, 12].  

 
 
Figure 1.  Diagram of levitator layout.  Heating was 
performed using a 240 Watt continuous-wave carbon 
dioxide laser.   The levitation and laser beam heating 
systems were controlled from a remote computer using a 
LabView program. 
 
The apparatus is illustrated in Fig. 1 and described in 
detail elsewhere [11].  Initially, a thick-walled nozzle was 
used.  Later, a thin-walled nozzle with a wall thickness of 
ca. 1 mm in the area intercepted by the neutron beam path 
was used.  The use of a thin-walled nozzle reduced 
scattering and attenuation of the neutron beam, lowering 
the errors by a factor of ~2 compared to the nozzle with a 
5 mm thick wall [11].  Neutron diffraction experiments 
were performed in the higher flux downstream sample 
position at the beamline.  The neutron beam was 
collimated to a rectangular profile 10 mm wide by 13 mm 
high.  Levitation was performed in argon at a total 
pressure of ~0.5 bar with a beam path length through the 
gas of approximately 10 cm.  Scattered neutrons were 
detected with a bank of 3He-based detectors that covered a 



continuous angular range in 2θ of 3o to 117o in the 
horizontal plane and ± 11o from the vertical plane. 
 

 
 

 
 

 
 
Figure 2. (Top-bottom): Photographs of the vanadium 
nozzle.  The laser beam system set up on GLAD.  A video 
image side-view of a levitated sample. 
 
Data were acquired in one hour sets and combined into 
single data sets for each composition before analysis. 
Calibration data were obtained for the levitation nozzles 
with and without a 5 mm diameter vanadium sphere 

placed in the nozzle, a 6 mm diameter vanadium rod, and 
the chamber with the levitator components removed.  The 
data for the liquids and glasses were corrected for 
background, absorption, multiple scattering, and inelastic 
effects using the ISAW software package that was 
developed for analysis of disordered materials [14]. 

RESULTS AND DISCUSSION 
 

Levitation of hot solids and liquids was performed at a 
total pressure of approximately 0.5 bar using a gas flow 
rate of ca. 500 standard cubic centimeters per minute.   
Liquid samples were levitated for periods of up to 6 
hours.  Total data acquisition times were up to 22 hours 
for the calcium aluminate composition, obtained using 
four different samples.  Measurements on liquid YAG and 
ZrO2 were limited to approximately 2 hours each.  Mass 
losses from the low vapor pressure samples were 
negligible. Data from these samples has been published 
elsewhere [11, 15]. Results obtained for zirconia at 
temperatures from 25 to 3050oC are presented in Figure 3.  
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Figure 3. Data from a 3mm diameter (~90mg) ZrO2 
sphere levitated in an argon gas jet, heated using a 240W 
CO2 laser beam on GLAD. 
 
Aerodynamic levitation utilizes a very compact levitation 
device that can be integrated with beamlines.  The small 
levitator size and the use of vanadium nozzles practically 
eliminated the effects of the sample “holder” from the 
interpretation of the experimental data.  The use of 
uniaxial laser beam heating resulted in temperature 



gradients due to cooling of the underside of the sample by 
the levitation gas flow.  In the case of low viscosity 
liquids, stirring of the melt by convection effectively 
distributes heat and decreases gradients to tens of degrees 
in a 3 mm diameter drop.  Experiments performed at 
Containerless Research, Inc. (Evanston, IL) and at the 
Advanced Photon Source at Argonne National Laboratory 
(Argonne, IL) show that a second laser beam can be 
introduced through the underside of the nozzle via the 
nozzle orifice [16].  The use of underside heating reduces 
temperature gradients and enables deeper undercooling of 
the levitated liquid before the onset of crystal nucleation.  
Further work to optimize two-sided beam heating would 
expand the range of experiments that can be performed.  

 
The levitation instrument was designed to be integrated 
with the GLAD beamline.  With modifications to the re-
entrant well and some ancillary components, the device 
can also be integrated with beamlines such as the 
NOMAD [17] instrument that is being constructed at 
SNS.  Ultimately, the high flux beamlines can extend the 
scientific capabilities of a levitation instrument by 
enabling fast measurements.  Such measurements are 
necessary to investigate subtle temperature- and 
composition-dependent effects in fragile liquids, near the 
approach to the glass transition, or during nucleation of 
metastable phases.  In addition, measurements made using 
a small collimated neutron beam would enable complete 
elimination of interactions with the levitation nozzle.  
Plans are in place to develop a complementary levitation 
capability for use at an APS beamline.  
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Abstract 
Soft and complex materials, such as proteins in 

solutions, micellar systems and colloid suspensions, are of 
great interest in many fields of science and in daily life 
[1]. There is a common feature shared by all soft matters, 
namely, structurally they are all characterized by a 
hierarchical order in the mesoscopic scale. This feature it 
in turn gives rise to a dynamical behavior characterized by 
multiple relaxations, starting out initially by a short-time 
Gaussian relaxation and followed with the so-called 
Boson peak, then by a β relaxation and finally an α 
relaxation, spanning many different temporal orders of 
magnitude from picoseconds to seconds [2]. The origin of 
a large variety of metastable or stable structural orders 
and phases lies in the nature of the interparticle interaction 
which depends on the external thermodynamical control 
parameters including temperature, composition and 
pressure. 

Among the many members of the soft matter family, 
colloids are a model system because of their unique 
nature: In general the intercolloidal potential is short 
ranged (i.e., small if compared with the typical particle 
sizes) and, in addition, the ratio between the repulsive and 
the attractive contribution can be easily manipulated. 
Therefore, with the change of the interparticle interaction, 
colloids exhibit a rich variety of phase behaviors. The 
existence of different ordered liquid crystalline structures, 
the liquid–liquid phase demixing line with a critical point 
and a percolation transition line is typical of these 
systems. These phenomena can be traced back to some of 
the manifestations of the short-range feature of the 
interaction potential [3]. 

Among all the different regions of the phase diagram, 
probably the regions where the structural arrest states 
(glassy states) are located is the most interesting one. 
They are observed in many colloidal systems and their 
vital importance to our daily life is reflected in the 
following list: glue, shampoo, toothpaste and medical oral 
gel are all examples of structurally arrested matter. 
Despite their ubiquity, these structural arrested states are 
notoriously ill-characterized scientifically: they cannot be 
categorized as gaseous, liquid or crystalline states, in 
terms of structure and dynamics. Therefore, although 
colloidal glass is common in daily life, its scientific 
investigation is a rather recent development due to lack of 
its coherent physical picture [4]. 

In 1984, Götze [5] and Leutheusser [6] simultaneously 
pointed out a way to describe a discrete transition in a 
liquid state based on a prediction of the Mode-coupling 
theory (MCT), originally proposed to explain the so-
called high-density effects of the liquid state observed by 
inelastic neutron scattering and computer simulations 
around the triple point density [7]. Theoretically for the 
liquid state, if its external control parameter, such as 
temperature or volume fraction, exceeds a certain value, a 
transition, characterized by the increasingly sluggish 
structural relaxation making the liquid effectively behave 
like a frozen disordered solids, will be triggered.  

The connection between the kinetic glass transition 
(KGT), or structural arrest transition in a colloidal system 
with the MCT prediction was immediately realized. MCT 
makes direct predictions about the density and the single-
particle correlators for a colloidal system when its 
constituent particles interact via a given potential. These 
calculated correlators can be tested directly by scattering 
techniques and computer simulations. Experimentally it 
was found that, for a spherical colloidal system treated as 
a hard sphere fluid physically, the idea of depicting the 
long-lived but nonequilibrium state of matter, in terms of 
the concept of this dynamically arrested state, indeed 
yields a generic and quantitative understanding of the 
ergodic-to-nonergodic transition [8]. However, there have 
been some anomalous dynamical observations, which 
cannot be interpreted in terms of the theory based on the 
hard sphere potential alone [9]. 

It is natural to ask whether a more complete picture of 
the KGT can be obtained by modeling the interparticle 
potential more accurately. The answer stems from a slight 
modification of the hard sphere interaction potential and 
has captivated a great deal of attention lately. Recent 
MCT calculations show that if a system is characterized 
by a hard core plus an additional short range attractive 
interaction — for example, by an adhesive hard sphere 
system (AHS) — a different structural arrest scenario 
emerges [10]. In addition to the aforementioned glass 
state called a ‘repulsive glass’ (RG), as a result of the 
cage effect, a manifestation of the excluded volume effect 
due to the existence of the hard core, an ‘attractive glass’ 
(AG) can form in which the motion of the typical particle 
is constrained instead by cluster formation with 
neighboring particles due to the short-range attraction. 
Furthermore, it is predicted that the additional short-range 



attraction provides extra stabilization force to the liquid 
state and therefore creates a ‘liquid pocket’ at volume 
fraction surrounded by re-entrant shapes of RG and AG 
lines and beyond the hard sphere liquid-glass transition 
limit. Dynamically, MCT predicts the intermediate 
scattering functions (ISFs) of the ergodic states in the 
liquid pocket region are characterized by logarithmic 
decay in the β relaxation in the hydrodynamic region. Of 
particular interest is the occurrence of an A3 singularity at 
which point the glass-to-glass transition line terminates. 
MCT suggests that the long time dynamics of the two 
distinct structurally arrested states become identical at and 
beyond this point. 

Our Small Angle Neutron Scattering (SANS) and 
Photon Correlation Spectroscopy (PCS) measurements 
results obtained from a micellar system provide 
compelling evidence of the latest MCT predictions. The 
micellar system studied in this experiment is prepared by 
dissolving the Pluronic (BASF AG, Ludwigshafen, 
Germany) L64 triblock copolymers, used extensively in 
industrial applications, into D2O at different weight 
fractions after suitable purification procedures. L64 is 
made of polyethylene oxide (PEO) and polypropylene 
oxide (PPO) and the chemical formula is 
(PEO)13(PPO)30(PEO)13. Above 293 K, the copolymers 
self-assemble into spherical micelles each with PPO 
segments packed into a compact core and PEO segments 
forming a corona around it. The short-range attraction 
arises from the overlap of PEO chains in the corona 
regions when two micelles approach one another [11]. 

The panels A and B shown in Figure 1 give the 
evidence of the short-range nature of the inter-micellar 
interaction potential: The intermediate scattering 
functions (ISFs) measured at k = 0.00222 Å-1 and at the 
two volume fractions (φ = 0.525 and 0.535 respectively) 
within the ‘liquid pocket’ as a function of temperature. 
The ISFs measured in the ergodic states indeed exhibit a 
logarithmic relaxation indicated by a straight-line fit at 
intermediate time, (the signature of the AHS system), 
followed by a power-law decay before the final 
relaxation, in agreement with the predictions of MCT [11-
14].  

The SANS absolute intensity distribution of a two-
phase system (the micelles and the solvent) is given by a 
three-dimensional Fourier transform of the Debye 
correlation function ) with characteristic length ( ΛΓ /r

max

1
k

=Λ , being the interaction peak position of 

SANS intensity distribution. Therefore, by a simple 
transformation of variables, the dimensionless, scaled 
intensity distribution can be put into a unique function of 
a scaled scattering wave vector y in the following form: 
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invariant of the scattering. Thus, by plotting the scaled 
intensity as a function of scaled variable y, all the 
scattering intensity distributions at different temperatures 
within a single-phase region should collapse into a single 
master curve. It is shown that the dimensionless physical 
quantity 

2
max

3
max )(
η

kIk , named as the scaling height, is 

proportional to the coordinate number of a reference 
particle in a given phase; in other words, it contains the 
information about the local order [11,13]. In this way, the 
distinct local structures associated with different phases 
occurring at different temperature ranges can be 
identified, even for the glassy states where the theoretical 
representations of the structure factor remain unavailable 
due to their nonergodicity.  

 Figure 1. The ISFs measure by PCS for the L64/D2O 
micellar solutions at various volume fractions and 
temperatures.  

Several sets of the scaling plots are shown in Figure 2 
and the scaling heights for various phases are given in the 
associated insets. At volume fraction φ = 0.450, all the 
scaled intensity distributions are temperature independent 
and indeed collapse into one single master curve, 
indicating that the system is in the liquid state, because all 
the scaled peaks are considerably broader than the 
resolution function of the instrument. At φ = 0.522, the 
transition between the ergodic (liquid) state and the 
nonergodic (AG) state can be driven by varying the 
temperature. It shows a substantial difference between the 
local structure peaks of the resolution-limited nonergodic 
state and a much broader ergodic state peak. Furthermore, 
it should be noted that the transition shows a reentrant 
behavior. Increasing φ = 0.532 and 0.536, the scenario is 
similar to the previous example: a temperature dependent 
degree of disorder again characterizes the system. As the 
temperature rises, the system experiences a liquid-to-
glass-to-liquid transition. However, in addition to all the 
similarities, when the temperature increases above 340K 
the system is driven into another glassy state. By 
increasing φ to 0.538, we drive the system into the phase 
region, where the two glass-forming mechanisms nearly 



balance each other. Changing temperature in turn affects 
the well depth, and a transition from RG (lower 
temperatures) to AG (higher temperatures) is triggered. 
We see two distinct sets of resolution-limited peaks, with 
the one for RG higher than the one for AG. Thus, we can 
conclude that the RG is better ordered locally than AG. At 
φ = 0.544, we see that the two sharp peaks merge into one 
sharp peak independent of temperature, signifying that the 
local structures of the two glasses become identical. 
Increasing φ further to 0.546, the situation remains the 
same as in the previous volume fraction. This is proof that 
the MCT indeed gives accurate predictions. [12-14] 

 
Figure 2. The scaling plots for the SANS intensity 
distributions obtained from the L64/D2O micellar 
solutions at various volume fractions and temperatures 
and the phase paradigm predicted by MCT for the AHS 
system. 

Panels C and D represent ISFs measured at φ = 0.538 
and 0.542. According to MCT, in this volume fraction 
range, there is a possibility of observing a glass-to-glass 
transition by varying the effective temperature. By 
comparing the long time limits (Debye-Waller Factor, 
DWF) of the ISFs, the two different types of the glasses 
can be identified by their respective DWFs,  
and . The reason for observing two different 
values of DWFs can be identified as the different degrees 
of localization of the density fluctuation having the 
wavenumber k for the two types of glasses. Panel E gives 
ISFs measured at φ = 0.544, where according to MCT, the 
long time limits of the ISFs of the two glasses become 
identical. In our measurements, the long time limit of the 
ISF of the AG gradually decreases from 0.5 and gets 
closer to 0.4, the long time limit of the ISF of RG. 
Although the DWFs of these two types of glass are almost 
identical, it is essential to recognize that there is a 
significant difference between the dynamics of their 
intermediate time relaxations. Panel F gives ISFs 
measured at φ = 0.546. At this volume fraction, the long 
time limit of the ISF of AG approaches close to 0.4, 
which is the long time limit of the ISF of RG. This 
indicates that beyond the volume fraction 0.544, the two 

glasses merge into a single RG phase. Judging from 
panels E and F, the experimentally determined volume 
fraction for the A

5.0~AG
kf

4.0~RG
kf

3 singularity lies somewhere between φ = 
0.544 and 0.546. [12-14] 

 
Figure 3. The experimental phase diagram of the L64/D2O 
micellar system. 

Figure 3 summarizes the essential results of the 
extensive SANS and PCS data analysis. It contains the 
known equilibrium, liquid-to-hexagonal crystalline phase 
boundary (solid curve), the experimentally determined 
KGT lines (dash curves) and the phase points where parts 
of the experimental data are taken (symbols). This figure 
gives several important pieces of information about this 
system: first, only the metastable AG is observed within 
the region where the true lowest free energy state is the 
hexagonal liquid crystalline phase; next, RG only exists in 
the region where the volume fraction is larger than 0.536. 
It is interesting to see that there is a pocket of the AG 
embedded in between two separate RG regions spanning 
the volume fraction range between 0.536 and 0.544, 
where the re-entrant glass-to-glass transition is observed. 
From Figures 1 and 2, the two different glasses become 
identical in local structure and long time dynamics in 
hydrodynamic region at φ = 0.544 or greater. 
Furthermore, judging from the DWF and the peak height 
of the scaled intensity, the merged identical glassy state is 
RG. Furthermore, important physical insights need to be 
addressed for the phase region 0.53< φ <0.54 and 320< T 
<340: At high temperature T~340K the dominating glassy 
mechanism is the cage effect, therefore only RG is 
observed. Upon cooling the temperature to T~330K, the 
short range attraction is no longer negligible and 
effectively makes the cages more compact and 
simultaneously creates voids allowing micelles to diffuse. 
Consequently the glass melts by cooling. Further lowering 
the temperature to around 320K, the spatial 
inhomogeneity becomes more significant. The transient 
bonding among micelles become stronger and longer 
lasting and in turn hinders the micellar diffusion and 
results in another nonergodic state AG with a different 
glass forming mechanism [12-14].  
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Introduction 
We have used neutron scattering to 

delineate the molecular morphology and 
phase stability of nano-objects blended with 
linear polymers. Small angle neutron 
scattering (SANS) has been an important tool 
to understand peculiar nanoscale phenomena 
that we have discovered. For example, we 
used SANS to show that chemically 
dissimilar nanoparticles are soluble at large 
concentration even when the interparticle gap 
is smaller than the polymer radius of 
gyration. One would expect phase separation 
caused by depletion flocculation would occur, 
[1] yet, this nanoscale system does not follow 
contemporary rules based on microscopic 
arguments. 

In other research we have used neutron 
reflectivity to show that nanoparticles will 
segregate to a hard substrate after thermal or 
solvent vapor annealing a polymer film. This 
has important implications since the 
nanoparticles are found to stabilize the thin (~ 
50 nm) film which will not dewet the 
substrate. Further, the utility of the films is 
enhanced since this is an enabling technology 
for sensors which suffer from dewetting 
thereby reducing their utility and also allows 
for nanoparticle self assembly. 

We also used SANS to investigate the 
molecular morphology of linear-dendrimer 
diblock copolymers in solution. A low 
molecular weight polystyrene chain swelled 
the dendrimer without perturbing its native 
sphere-like conformation. However, at larger 
linear polymer molecular weights, the linear 
block manipulated a transition of the 
dendrimers’ morphology from sphere-like to 
an extended, perhaps cone-like, conform-
ation. Control of this shape and size change 
has potential for these unique macro-

molecular architectures to function as a novel 
molecular building block or molecular 
machine, and is discussed below. 

Linear – dendrimer block copolymers [2] 
Previous studies of linear-dendrimer 

diblock copolymers, where a linear chain is 
connected to the focal point of a dendrimer in 
solution, have focused on the conformation of 
the entire system. A full understanding of the 
system necessitates pinpointing the relative 
locations and morphology of each block. 
Figure 1 illustrates three possible linear-
dendrimer diblock conformational states for a 
system where the linear and dendrimer blocks 
are compatible with each other. Each 
conformational state pertains to different 
relative locations of the two blocks. The first 
state is a knitted coil, where the linear chain 
weaves in and out of the dendrimer, thus the 
dendrimer shields or partially shields the 
linear polymer from the surrounding 
environment. For this to occur, the dendrimer 
must have enough free volume to 
accommodate the linear block. A second 
hybrid conformation consists of the linear 
chain wrapping itself around the dendrimer, 
thus shielding the dendrimer from the 
surroundings and forming a unimolecular 
micelle. This encapsulated dendrimer state 
would occur when the linear block is 
compatible with the surrounding medium and 
the dendrimer less compatible, resulting in a 
core-shell morphology. A third potential 
molecular arrangement consists of the linear 
chain completely expelled from the cavities 
within the dendrimer. This could occur if 
there is not enough free volume within the 
dendrimer to contain the entire linear chain 
and each component has similar solubility in 
the solvent.  
 



  
a b ca b

Figure 1. Three potential conformational states of linear-dendrimer diblocks in solution: a. knitted 
coil b. encapsulated dendrimer c. random coil.

We used SANS to distinguish between 
these three states of a fourth generation poly 
(benzyl ether) dendrimer – linear polystyrene 
(G4-PBE-PS) hybrid block copolymer. Three 
different molecular weight hybrids were 
studied; 20kDa, 45kDa and 100kDa, which is 
the sum of the G4 PBE dendrimer (M = 
3288g/mol) and linear chain molecular 
weights and thus the only difference between 
the three hybrids is the molecular weight of 
the linear block. The PS chain was also 
deuterated (dPS) to allow contrast matching 
experiments to be performed with SANS and 
individually visualize each block.  

The dendrimers behave as sphere-like 
objects in both d6-benzene and d8-THF due to 
the observed negatively sloped straight line in 
the Guinier plots for compact objects (Figure 
2). It is evident from the Guinier fits in Figure 
2 that the dendrimer is larger in d6-benzene 
than in d8-THF, with radii values of 1.73 ± 
0.03 nm and 1.35 ± 0.04 nm, respectfully.  

The dendrimer block conformation within 
the hybrid block copolymers was determined 
by dissolving the G4-PBE-dPS diblocks in 
d8-THF, which is a contrast match for the dPS 
block. These contrast match experiments 
revealed that the dendrimer block’s size and 
shape is dependent upon the linear block 
molecular weight. The G4-PBE-dPS-20kDa 
hybrid has a dendrimer block where the 
branches adopt a ‘sphere-like’ shape, Figure 
3a, just as the free dendrimer in solution, 
Figure 2, yet the size of this sphere is 
approximately 35% larger in the hybrid 
system (>2× change in volume). The 
difference in size between the hybrid’s 
dendrimer block and the free dendrimer in 

solution is probably due to the linear chain 
occupying space within the dendrimer, 
resulting in swelling and possible 
development of the knitted coil morphology 
shown in Figure 1. The two higher molecular 
weight systems, G4-PBE-dPS-45kDa, Figure 
3b, and G4-PBE-dPS-100kDa, Figure 3c, did 
not show the expanded sphere-like 
morphology and instead these two systems 
have dendrimer blocks that are ‘rod-like’ in 
shape [3]. According to the cylinder model, 
the cylinder radius for the 45kDa and 100kDa 
systems has values of 3.81±0.39 nm and 
3.40±0.38 nm, respectively, making the 
cylinder length of order 0.1 nm, suggesting a 
disc-like morphology which certainly does 
not represent the data. 
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THF at a concentration of 50 
mg/mL, data fit for a compact 
(sphere-like) object. 
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Figure 3. Shape of the dendrimer block as the linear block molecular weight is changed. a.
Guinier analysis for PBE-dPS-20kDa system in d8-THF at a concentration of 50 mg/mL, 
dendrimer block is scattering as a sphere-like object. Inset is a modified Guinier analysis for 
a rod-like object, which does not represent the data. b. Rod-like Guinier analysis for PBE-
dPS-45kDa hybrid in d8-THF at a concentration of 50 mg/mL. Inset shows the attempted 
representation of data to Guinier fit for compact object. c. Rod-like Guinier analysis for PBE-
dPS-100kDa hybrid in d8-THF at 50mg/mL. Inset is the Guinier analysis for a compact-
object, which is a poor fit due to curvature.

Rather, it is expected that the data are 
represented by a cone-like or solid angle form 
factor [4] and so the random coil 
conformation demonstrated in Figure 1c may 
be possible for the higher molecular weights 
with the caveat that the dendrimer changes 
shape. Thus, it is hypothesized that, as the 
linear polymer molecular weight is increased, 
the dendrimer goes from being swollen with 
the linear polymer knitting in and out of it to 
a dendrimer that is collapsed with significant 
shape change and a linear polymer 
surrounding it. It is hoped that the relative 
size of the two blocks can be controlled in a 
similar manner to have this molecule act as a 
molecular machine. 

Nanoparticle stabilized thin films [5] 
We have shown that polystyrene 

nanoparticles [6] can eliminate dewetting of 
linear polystyrene films after high 
temperature annealing. As shown in Figure 4, 
blends of polystyrene nanoparticle - linear 
polymer do not dewet, or there is a marked 
reduction in the dewetting velocity. Indeed, 
Krishnan et al. [5] found that addition of 1%  
nanoparticle caused a substantial decrease in 

the dewetting velocity although it was not 
completely eliminated under these conditions. 

To probe why this unique phenonomenon 
occurs, we performed neutron reflectivity 
measurements on a 10 wt% representative 
sample before and after annealing. The 
neutron reflectivity measurements were 
performed at the POSY2 neutron 
reflectometer at Argonne National Lab. The 
film was ca 17nm thick and was annealed 
under vacuum at 140oC prior to the 
measurement. 

Neutron reflectivity data for a 10wt% blend 
of 25.3kDa protonated nanoparticle blended 
with 63 kDa deuterated linear polystyrene 
film (R is the reflectivity) are shown in 
Figure 5a. The scattering length density 
profile generated from this model changed 
more gradually than that for a sharp interface, 
yet, the plateau for Rq4 vs. q is a signature for 
a fairly sharp interface. As seen in Figure 5a 
it seems that the nanoparticles phase separate 
to the solid substrate surface since other 
scattering length density profiles do not 
adequately represent the data at all. 
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Figure 4. Optical micrographs of blends of linear polystyrene 75kDa with 25.3 kDa nanoparticle. All the 
films were annealed for time >24hrs in vacuum: a. Pure PS, b. 1%, c. 5%, d. 10%, e. 15% and f. 20% 
nanoparticle concentration. Note at 0.15-0.20 nanoparticle weight fraction (w), the dewetting is 
completely eliminated (aerial fraction, θ ~ 1.5-2.0). Film thicknesses are ca. 40nm and the length of the 
scale bars are 100 μm.

One can convert this profile to a 
concentration and this was done as shown in 
Figure 5b with a scaled representation of the 
nanoparticle in the lower right-hand corner of 
the graph. It is clear that the concentration 
profile changes substantially near the 
substrate surface and that the concentration 
profile correlates almost exactly with the 
nanoparticle size. 

The nanoparticle induced stability of thin 
polymer films shown in Figure 4 thus 
depends on the aerial coverage of the 
segregated nanoparticles. The fractional areal 
coverage (θ) can be determined by a simple 
mass balance from the following relation 

θ = [Δ/2a] × φ 

where Δ is the film thickness, a, the 
nanoparticle radius and φ, the bulk 
nanoparticle volume fraction. Once an areal 
coverage of about a monolayer (Figure 4e) is 
reached, then film stability is promoted.  

It is believed that the linear polymer loses 
too many conformations near the solid 
substrate and “entropically pushes” the 

nanoparticles to the substrate. Since the 
nanoparticles can not move past each other 
above a monolayer surface concentration, an 
effective solid coating is formed by them 
shielding unfavorable energetic interactions 
between the substrate and the linear polymer. 
Calculations suggest this is true, however, 
other phenomena such as an induced nano-
rough surface formed by the nanoparticles 
may partly cause the wetting behavior. This is 
currently being investigated by us. 

Fullerenes and their film stabilization 
effect in solvent atmospheres [7] 
One recent application of thin polymer films 
has been in the field of chemical sensors. 
Sandia National Laboratories has developed a 
chemical sensor from an array of surface 
acoustic wave (SAW) devices onto which a 
specifically designed polymer is deposited. 
When the analyte is present in the air, it is 
absorbed into the polymer film, resulting in a 
detectable shift in the frequency of the SAW 
device. The sensor is tested, or
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challenged, by blowing various solvent 
vapors across the polymer films. These 
vapors include surrogates for aggressive 
biochemical agents as well as those found 
ubiquitously in the environment. It has been 
seen however, that upon exposure of these 
vapors, the polymer film can dewet from the 
surface, rendering the sensor useless. We 
have found, however, that the addition of C60 
fullerenes to polymer films can inhibit 
dewetting upon exposure to solvent vapor.  

We have found that a polystyrene film with 
3 wt% addition of fullerenes demonstrates 
vastly different behavior than a pure 
polystyrene film upon exposure to a saturated 
toluene atmosphere (Figure 6). The pure film 
breaks up to form holes, which eventually 
coalesce into droplets after 1 hour of 
exposure. However, for the filled film after 3 
hours of exposure, no dewetting is seen and 
the film remains uniform. The fullerenes 
stabilize the film upon vapor annealing just as 
they have been shown to do upon high 
temperature annealing. It is believed that the 
stabilization mechanism may be similar to 
that proposed by Barnes et al. [8]. Fractal-like 
fullerene “trees” form at the substrate-film 
interface influencing the polymer 

conformation to produce a change in the 
molecules’ surface energy. Further, the trees 
pin the contact lines to inhibit dewetting, 
allowing any nucleated hole to stop growing 
and the film remains intact.  

To test the hypothesis, neutron reflectivity 
experiments were performed at POSY2 to 
determine the location of the nanoparticles in 
the polymer film.  The first experiment 
consisted of two samples that were prepared 
by spin-coating a solution of PS with 3 wt% 
C60 relative to PS in toluene onto piranha-
cleaned silicon wafers that were 2 inches in 
diameter and 0.5 mm thick. One of the 
samples was tested immediately after spin-
coating while the other was first exposed to a 
saturated toluene atmosphere for 3 hours. We 
find that the fullerenes are near the polymer-
substrate interface immediately after spin-
coating. Further, the fullerenes stayed at this 
position after solvent vapor annealing as 
shown in Figure 7. Detailed modeling (Table 
1) revealed that the nanoparticles formed a 
layer approximately 2 nm thick which is 
larger than the fullerene diameter (~ 0.7 nm). 
This model (Substrate Model) agrees fairly 
well with the data, while inverting the 
nanoparticle and pure polymer layers’
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Figure 6. Optical micrographs of spin-
cast films on piranha cleaned silicon 
wafers exposed to a saturated toluene 
atmosphere. Insets show the film prior to 
annealing (same scale bar). a. Pure 
polystyrene film after exposure for 50 
min. b. Polystyrene with 3 wt% fullerenes 
after exposure for 3 hours. Films are 33 
nm thick.

positions (Air Model) or assuming the 
nanoparticles are homogenously distributed 
throughout the film (Homogeneous Model) 
does not represent the data well. Further, 
there is no change in the fullerene 
concentration profile after vapor annealing 
since the reflectivity profile does not change 
as seen in Figure 7.  

We hypothesize that during the spin coating 
process, the fullerenes form a gel-like 
network having ~ 29 vol% fullerenes, relative 
to the PS, determined from the 2 nm thick 
layer scattering length density, which shields 
the substrate from the bulk polymer film. 
This agrees with the recent work by Luo and 
Gersappe [9] where they conclude that for 
smaller, mobile particles, an increase in the 
local viscosity occurs at the substrate forming 
area network-like structure, thus inhibiting 
dewetting.  However, it could also be that the 

layer nano-roughness also plays a part in 
promoting wetting which is a current area of 
active research. 

Nanoparticle blends with polymers [10,11] 
Our research incorporating both 

nanotechnology and fluid flow seeks to 
impart unique behavior in materials to 
improve both processing and performance. 
Recently, nanofillers have attracted the 
interest of a variety of research groups as 
these materials can cause unusual material 
property enhancements. These enhancements 
are induced by the presence of the 
nanoparticles, their interaction with the host 
matrix, and also quite critically, by their state 
of dispersion.  

The phase behavior for the dispersion of 
colloidal particles in a polymer is well 
established [12], with particle clustering or 
phase separation occurring, as a result of 
osmotic pressure differences around the 
particle, when the polymer molecule becomes 
larger than the average interparticle gap. 

Contrary to the observation in colloid – 
polymer blends, recent simulations have 
shown that nanoparticles can slow down the 
phase separation of two incompatible 
polymers, suggesting the use of nanoparticles 
as compatibilizers in polymer blends [13]. 
There have also been some experimental 
studies on the dispersion and distribution of 
nanoparticles in polymer blends, suggesting 
enhanced miscibility of nanoparticles in 
polymers. For example, in our previous work 
we showed that 2.7 nm radius polystyrene 
nanoparticles [10] could be blended with 
linear polystyrene to large volume fraction (φ 
≈ 0.5) without the expected phase separation. 

In the present work, we used SANS to 
study two disparate nanoparticle-polymer 
systems. First we investigate the effect of the 
addition of shape persistent polystyrene (PS) 
nanoparticles (NP), synthesized by intra-
molecular crosslinking of linear PS [6], to 
linear PS creating a blend with the simplest 
enthalpic interactions between the 
components. This system was thus ideal to 
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Figure 7. Neutron reflectivity data and 
model calculations for polystyrene films 
with 3 wt% fullerenes before (circles) and 
after (squares) exposure to a saturated 
toluene vapor. There is no change in the 
reflectivity profile.

Table 1. Three models of the reflectivity data given in 
Figure 8 where the fullerene rich layer is next to the 
silicon wafer (Substrate Model), next to the air interface 
(Air Model) or homogenously distributed 
(Homogeneous Model). The layer thickness and 
scattering length density (SLD) were optimized in the 
Substrate Model to achieve the best fit. Modeling was 
performed with Parratt32 from HMI Berlin.
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delineate the effect of particle size on the 
miscibility of the blend.  Next, we look at the 
miscibility of dendritic polyethylene 
nanoparticles [14] in linear polystyrene.  
Polystyrene and polyethylene is a classic 
phase separating system. Thus, these two 
systems probe the two limits for the enthalpic 
interactions between the nanoparticles and the 
linear polymer chain.  
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Figure 8. Polyethylene - polystyrene blends 
can produce a stable system provided the 
appropriate molecular architecture is used. 
The figure shows SANS data obtained for 
the blends of dendritic polyethylene 
nanoparticles with linear polystyrene of two 
different molecular weights (75 kDa and 393 
kDa). Fractal-like scattering at low wave 
vector for the lower molecular weight 
material indicates phase separation which is 
not present with the higher molecular weight 
polymer. The mean radius of the dendritic 
polyethylene is determined to be 11.6 nm 
with a polydispersity of 8.3 nm which agrees 
well with electron microscopy results.

The intensity as a function of the wave 
vector q, obtained from SANS, is shown in 
Figure 8 for the blends of the dendritic 
polyethylene nanoparticles with linear 
polystyrene of two different molecular 
weights (Mw = 393 kDa and Mw = 75 kDa). 
For the lower molecular weight linear 
polystyrene, a power law scattering pattern at 
low q is evident. Such a power law is a clear 
indicator of the phase separation in the blend. 
However, in the case of the higher molecular 
weight polystyrene, no phase separation 
occurs, as is evident by the absence of power 
law scattering at low q. In fact, the scattering 
profile can be fitted quite well to a 
polydisperse sphere model, as shown.  

A phase diagram was developed from this 
and other data for various miscible and 



immiscible blends observed for both 
polystyrene nanoparticles in linear 
polystyrene and dendritic polyethylene 
nanoparticles in linear polystyrene as shown 
in Figure 9. The solid line shown in the figure 
represents the limit where the radius of 
gyration of the polymer is equal to the radius 
of the nanoparticle.  

Figure 9. A phase diagram where the filled 
circles represent data where phase separation 
was detected and the open circles where 
miscibility occurs, open circles with an X 
represent conditions where some agglomeration 
was detected by SANS, yet, large scale phase 
separation was not present. Circles denote the 
crosslinked polystyrene nanoparticle – linear 
polystyrene system; and triangles, dendritic 
polyethylene – linear polystyrene system.
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Thus, from this figure it is evident that 
nanoparticles can be dispersed in linear 
polymers, despite chemical dissimilarity, 
when the nanoparticle is smaller than the 
linear polymer. If the particle is larger than 
the polymer, phase separation occurs, even 
polystyrene nanoparticles phase separate 
from linear polystyrene! In addition, from 
other neutron scattering experiments, we find 
that the linear polymer becomes distorted on 
the addition of nanoparticles in the stable 
systems and is far from its equilibrium 
conformation. This aspect demonstrates the 
uniqueness of nanoscale thermodynamics as 
phase separation is expected (i.e. depletion 
flocculation) and it is believed that the 
nanoparticles are stabilized by enthalpic gain 
[15].  

When properly dispersed, addition of 
nanoparticles was shown for the first time to 
cause a large reduction (up to 90%) in the 
melt viscosity of the system [10,11], a result 
at odds with Einstein’s century old prediction 
[16] and experimental observations of the 
viscosity increase particles provide to liquids 
and melts (i.e. slurries and suspensions). The 
above and other quite interesting and unusual 
nanoscale phenomena including enhance-
ments in the thermal, electrical and 
mechanical properties of the composite have 
been discovered, explained and aided by our 
research work at IPNS.  

Conclusion 
We have used the neutron scattering 

facilities at IPNS to conduct a variety of 
studies as described above. Utility of the 
neutron scattering and reflectivity 
instrumentation at Argonne National 
Laboratory has been invaluable to our 
research, allowing us to investigate 

phenomena key to national defense and 
industrial products.  
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SOLVATION AND AGGREGATION OF ASPHALTENES IN MODEL 
PETROLEUM MIXTURES 

Keith L. Gawrys and Peter K. Kilpatrick, Chemical and Biomolecular Engineering, North Carolina 
State University 

Asphaltenes, the portion of crude oil insoluble in n-
alkanes (such as n-heptane or n-pentane), are well 
known for their tendency to associate in solution and 
adsorb at interfaces, linking the solubility class to 
petroleum production problems such as pipeline 
deposition and water-in-crude oil emulsion formation. 
Asphaltenes are comprised of a polydisperse mixture of 
chemically heterogeneous species that can vary greatly 
from one crude oil to another. Asphaltene molecular 
structure is generally characterized by the presence of 
fused ring aromatic moieties, small aliphatic side 
chains, and polar heteroatom-containing functional 
groups capable of participating in proton donor-
acceptor interactions (e.g., carboxylic acids, carbonyls, 
phenols, pyrroles, and pyridines). See Ref. 1 and 2 for a 
detailed overview of asphaltene chemical and physical 
properties. Figure 1 shows a cartoon schematic 
depicting an asphaltene monomer and a small oligomer 
formed by the interaction of aromatic groups and/or 
polar moieties.  

Over the past five years, we have used the small-
angle neutron diffractometer (SAND) at IPNS to study 
the roles of chemical composition and solvency on the 
aggregation and solubility behavior of asphaltenes. In 
our earliest experiments, small- angle neutron 
scattering (SANS) studies were performed on more 
soluble (i.e., “soluble’) and less soluble (i.e., 
“precipitate”) fractions of “whole” asphaltenes 
dispersed in model crude oil solvents (e.g., mixtures of 
deuterated n-heptane and toluene)3. Enhancement of 
polar and π-bonding interactions for the less soluble 
fractions indicated by elemental analysis results was 
reflected by the relatively large aggregate sizes for the 
“precipitate” fractions compared to the “whole” and 
“soluble” fractions. The “precipitate” fractions 

contributed the majority of species responsible for 
asphaltene aggregation. In another study, SANS 
measurements were performed on asphaltene solutions 
in mixtures of heptane-toluene with various 
concentrations of added resins4. In general, the addition 
of resins to asphaltenes reduced the aggregate size by 
disrupting the π-π and polar bonding interactions 
between asphaltene monomers. Interaction of resins 
with asphaltene aggregates rendered the aggregates less 
interfacially active and thus reduced emulsion stability. 
The propensity of asphaltenes to form stable water-in-
crude oil emulsions was ultimately related to the extent 
of asphaltene aggregation and the solvating power of 
the crude oil media. Asphaltenes maintain a delicate 
balance among solvency, aggregation, and interfacial 
activity that is related to the chemical composition of 
the participating components.  
 

We refer to the separation of asphaltenes into two 
more and less soluble fractions as a so-called “coarse” 
fractionation experiment. In later experiments, 
asphaltenes from three different crude sources (i.e., B6, 
HO, and CS) were separated on a preparatory-scale into 
20 to 30 discrete or “fine” fractions by sequential 
precipitation in mixtures of heptane and toluene5. 
Coefficients of linear correlation for the chemical 
composition, solubility, and aggregate size parameters 
provided a statistical means of determining the 
properties of the asphaltene fractions that promoted 
aggregation and precipitation. Table 1 summarizes the 
coefficients of linear correlation for B6 and HO 
asphaltene fractions. Aggregation in B6 asphaltenes 
was most highly correlated to atomic N/C and H/C 
ratios and was consistent with previous scattering 
experiments. The relatively high correlation of N/C

 
Figure 1.  Schematic representations of (a) an asphaltene monomer and (b) an asphaltene tetramer in a mixture of 
aromatic and aliphatic solvents. 
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Table 1.  Coefficients of linear correlation for chemical composition, solubility, and aggregate size parameters of B6 
and HO asphaltenes 

ratio with vanadium and nickel contents in B6 
asphaltenes suggests that interactions of chelated 
porphyrin compounds are important in the asphaltene 
aggregation mechanism. In fact, vanadium and nickel 
contents provided the highest correlation to aggregate 
size and solubility parameter in HO asphaltenes.   

Small-angle neutron scattering (SANS) has proven 
useful for deducing the sizes and morphologies of 
asphaltene aggregates in solution. Various intra-particle 
structure factor models have been applied in the past to 
determine aggregate size parameters from scattering 
intensity curves of asphaltene solutions, but not all of 
these models accurately reflected the morphology of 
the asphaltene aggregates in solution. In another study, 
we showed that an oblate cylinder model with radius 
polydispersity best described the shape of asphaltene 
aggregates6. The polydisperse oblate cylinder model 
provided the lowest reduced χ2 values of the various 
geometric models applied and values of the I0 and RG 
parameters that were consistent with Guinier 
parameters. 

The polydisperse radius oblate cylinder model and a 
small-particle mass-fractal model were used to analyze 
the SANS scattering curves obtained for 108 
asphaltene samples possessing a wide variation in the 
chemical composition of the asphaltenes and solvent 
quality7.  Values of the apparent fractal dimension from 
the mass-fractal fits appeared to decrease with 
increasing aggregate size, suggesting that the smallest 
aggregate formers were more globular with little 

surface roughness (i.e., D ~ 3) while the largest 
aggregate formers were more dendritic with higher 
surface roughness (D ~ 2.2 to 2.4). Typical values of 
the aggregate thickness from the polydisperse cylinder 
fits ranged from 5 to 32 Å, while the average particle 
radius ranged from 25 to 125 Å. The polydispersity in 
the particle radius appeared independent of the particle 
size and was approximately 30%.  Assuming an 
asphaltene monomer consists of groups of condensed 
aromatic rings containing polar moieties that are 
interconnected by aliphatic chains (i.e., the 
“archipelago” model of asphaltene structure), the 
asphaltene aggregation mechanism might proceed 
through a series of localized stacking interactions of 
aromatic rings. The physical linkage of one ring system 
to another in a monomer somewhat increases the 
particle thickness, but significantly expands the 
aggregate in the radial dimension, where polydispersity 
in the aggregate size is most evident. Consistent with 
this presumed means of aggregate growth, the mean 
“aspect ratio” of these oblate cylindrical aggregates 
given by Ravg/L was observed to increase as aggregate 
radius of gyration or size increased (Figure 2). 
Figure 2.  Correlation of particle aspect ratio with 
average aggregate size parameters obtained from the 
polydisperse cylinder model for asphaltene fractions in 
mixtures of d-heptane and d-toluene.  Inset shows a 
schematic representing an asphaltene aggregate of 
cylindrical shape. 

B6 ! H/C N/C Na/C Ca/C K/C Mg/C V/C Al/C Fe/C Ni/C Rg

! 1.000

H/C -0.332 1.000

N/C 0.755 -0.381 1.000

S/C 0.267 -0.157 0.381

O/C 0.298 -0.082 0.282

Na/C 0.451 -0.264 0.142 1.000

Ca/C 0.348 -0.094 0.049 0.893 1.000

K/C 0.439 -0.172 0.109 0.971 0.966 1.000

Mg/C 0.350 -0.106 0.059 0.898 0.999 0.968 1.000

V/C 0.501 -0.332 0.765 -0.334 -0.397 -0.360 -0.391 1.000

Al/C 0.307 -0.078 0.026 0.884 0.997 0.961 0.996 -0.414 1.000

Fe/C 0.323 0.050 -0.002 0.770 0.897 0.856 0.893 -0.320 0.902 1.000

Ni/C 0.366 -0.231 0.651 -0.525 -0.437 -0.486 -0.433 0.875 -0.460 -0.395 1.000

Rg 0.530 -0.580 0.683 0.115 0.073 0.106 0.080 0.466 0.050 -0.005 0.475 1.000

HO ! H/C N/C Na/C Ca/C K/C Mg/C V/C Al/C Fe/C Ni/C Rg

! 1.000

H/C -0.404 1.000

N/C 0.416 -0.312 1.000

Na/C 0.374 -0.219 0.366 1.000

Ca/C 0.500 -0.025 0.291 0.503 1.000

K/C 0.362 -0.316 0.406 0.958 0.391 1.000

Mg/C 0.441 0.014 0.276 0.480 0.995 0.369 1.000

V/C 0.623 -0.210 0.237 0.536 0.495 0.521 0.443 1.000

Al/C 0.401 0.056 0.225 0.419 0.981 0.295 0.980 0.430 1.000

Fe/C 0.209 0.295 0.345 0.108 0.399 -0.016 0.393 0.319 0.395 1.000

Ni/C 0.780 -0.370 0.279 0.412 0.420 0.423 0.357 0.942 0.342 0.285 1.000

Rg 0.895 -0.515 0.249 0.410 0.311 0.403 0.242 0.645 0.186 0.167 0.810 1.000



Figure 2.  Correlation of particle aspect ratio with 
average aggregate size parameters obtained from the 
polydisperse cylinder model for asphaltene fractions in 
mixtures of d-heptane and d-toluene.  Inset shows a 
schematic representing an asphaltene aggregate of 
cylindrical shape. 

Discrepancies between average aggregate molecular 
weight values obtained from two independent methods 
suggested the need to include solvation effects in the 
calculations. Assuming that entrained solvent 
contributed to the coherent scattering of neutrons 
within the aggregates and effectively modified the 
scattering contrast between the solute and solvent, we 
estimated the amount of solvent entrainment in 
individual samples by forcing parity of the molecular 
weight calculations. Figure 3 provides estimates of 
entrained solvent within aggregates for solutions of 
various asphaltenes (1 % wt.) in mixtures of d-heptane 

Figure 3.  Estimated extent of solvent entrainment 
within aggregates as a function of aggregate size for 
asphaltene fractions dispersed in mixtures of d-heptane 
and d-toluene. 

and d-toluene. Solvent entrainment within the 
aggregates roughly varied from 30 to 50% (v/v).  These 
analysis methods may be extended to the determination 
of solvent entrainment within asphaltene-stabilized 
films observed in water-in-oil emulsions and the 
determination of selective solvent partitioning within 
asphaltene aggregates.  

Changes in the apparent aggregate mass with 
concentration indicated deviations from ideal solution 
behavior (i.e., non-interacting asphaltenes plus 
solvent), which were quantified through the 
determination of aggregate second virial coefficients 
(A2)8. A2 values were previously reported or inferred of 
source crude, chemical composition, solvent 
conditions, and the influence of selective 

Figure 4.  Correlation of second virial coefficients to 
atomic H/C ratio for (squares) asphaltenes, (circles) 
resins, and (triangles) mixtures of asphaltenes and 
resins in d-toluene. 

solvating agents on asphaltene A2 values from SANS 
and VPO experiments studying asphaltenes in toluene 
and 1,2-dichlorobenzene; however, this study was the 
first to investigate the roles  

Results of the second virial determination for Hondo 
asphaltenes (0.25 – 4 % w/w) in d-toluene and 90:10 d-
toluene: d-methanol (v/v) indicated that the aggregates 
experienced net repulsive interactions at these solvent 
conditions with A2 values on the order of 10-5 mol 
cm3/g2.  A negative A2 value was observed for HO2 
asphaltenes in 40:60 d-heptane: d-toluene at the same 
concentration range, indicating flocculation (i.e., 
attractive interactions) of the aggregates. B6 resins 
effectively reduced the aggregate mass of HO1 
asphaltenes in d-toluene and increased the magnitude 
of the observed A2 values, likely through the disruption 
of aromatic π-bonding interactions within the 
aggregates. A2 values appeared to vary significantly 
with chemical composition, specifically atomic H/C of 
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the solute mixture (Figure 4), suggesting that the 
interactions between asphaltenes, resins, and the d-
toluene solvent are strongly dominated by dispersion 
and π-bonding interactions.   

The magnitude of the experimentally measured A2 
values generally under-predicted or agreed with the 
values of A2 calculated from an excluded volume 
model, suggesting that the types of interactions 
between the solute and solvent are not completely 
steric repulsive.  The structure of asphaltene aggregates 
is more diffuse than that of a rigid body; thus, energetic 
interactions of the solute and entrained solvent are 
significant.    
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MECHANISM AND ENERGETICS OF THIRD PHASE FORMATION IN 
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The Problem 
Liquid-liquid extraction has played a fundamental 

role in the development of nuclear science and 
technology, as the recovery of uranium and plutonium 
from irradiated fuel and the treatment of liquid nuclear 
wastes are largely based on solvent extraction 
separations. However, after several decades of studies 
and practical applications of liquid-liquid extraction to 
metal separations, some aspects of this technology 
remain insufficiently understood, as, for example, the 
unwanted phenomenon of third phase formation. Third 
phase formation is observed when, at high metal and/or 
mineral acid loading of the extractant, the organic 
phase splits into two liquid phases of different 
densities. The lighter phase contains most of the diluent 
and low concentrations of extractant and solutes, while 
the heavier or “third” phase is a highly concentrated 
solution of extractant, metal and acid. The splitting of 
the organic phase is the scourge of solvent extraction 
practitioners, since plants are designed to operate with 
two, not three, liquid phases. Furthermore, in the 
nuclear field, it is essential to avoid the risk of 
concentrating fissile materials in third phases because 
of criticality concerns. 

Although a few qualitative explanations for third 
phase formation have appeared in the literature1-3, a 
thorough physico-chemical description of this 
phenomenon is still lacking. A primary reason for this 
deficiency is that studies of metal extraction are usually 
approached from a metal-centered standpoint using 
models and procedures appropriated from coordination 
chemistry. For example, studies of metal solvent 
extraction are generally performed under the ideal 
conditions of low concentrations of cations and 
extractants that generally promote the existence of 
discrete, mononuclear metal-extractant complexes in 
the organic phase. 

The complexes identified in this way, however, are 
very unlikely to exist under the conditions met in 
practice, where the extractant concentration is generally 
high and the organic phase often approaches saturation 
with respect to the extracted species. Under these more 
realistic conditions, the discrete metal-extractant 
entities familiar to coordination chemistry undergo 
self-assembly leading to the formation of much larger 
species, and to phase separation phenomena. We 
believe that these phenomena can only be understood 
by complementing the metal-centered approach 
traditionally followed in coordination chemistry, with a 
ligand-centered approach in which the major emphasis 
is on interactions between the molecules of the 
extractant and between its metal complexes. For this 

reason, we have started an investigation of self-
assembly phenomena and third phase formation with 
the goal of achieving a comprehensive description of 
mechanism and energetics of third phase formation in 
solvent extraction through a combination of 
coordination chemistry and concepts and techniques 
that are common in colloid chemistry. 

The most important extractant molecule in nuclear 
technology as well as in other hydrometallurgical 
separations of industrial interest is the PUREX 
extractant tri-n-butyl phosphate (TBP) dissolved in an 
alkane diluent4. TBP selectively extracts uranium (VI), 
thorium (IV) and plutonium (IV) nitrates from nitric 
acid solutions leaving behind most fission products and 
the transition elements4. We elected to conduct our 
investigations of third phase formation in this 
important system for which no prior investigations 
have addressed the structures formed in the extractant 
phase at high solute loading. 

Phase Diagrams and SANS Measurements 
For each system investigated and for each set of 

experimental conditions, such as, diluent, TBP 
concentration and aqueous phase acidity, we 
determined the composition of the various phases in 
equilibrium before and after the critical point of 
organic phase splitting. A typical set of distribution 
data is shown in Figure 1 for the system composed of  
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Figure 1. Distribution isotherm and simplified phase 
diagram for the distribution of Zr(NO3)4 between 7.7 M 
HNO3 (blue circles) or 10.2 M HNO3 (red squares) and 
0.73 M TBP in n-octane at 23±0.5 oC. 
 
nitric acid and zirconium nitrate in the aqueous phase 



and 0.73 M (20% (v/v)) TBP in n-octane. 
In the figure, the critical point for each aqueous 

acidity is indicated as the LOC (limiting organic 
concentration) condition, i.e., the highest concentration 
of Zr(NO3)4 that can exist in the TBP phase without 
third phase formation. The points on the left of the 
LOC conditions refer to a biphasic system; those on the 
right refer to a triphasic system where the aqueous 
phase is in equilibrium with two organic phases, one 
containing very little solute, the other one containing 
most of the organic metal salt. The extractant, TBP in 
this case, also distributes asymmetrically in favor of the 
heavy phase after reaching the LOC condition. The 
critical point for phase splitting is a strong function of 
temperature. Therefore all the experiments were 
conducted at the constant temperature of 23±0.5 oC. 

The key tool in our studies of the aggregates in 
organic solutions of TBP after extraction of metal 
nitrates and nitric acid was the technique of small-angle 
neutron scattering (SANS). By using deuterated 
diluents, the large difference in the ability of 1H and 2H 
to scatter neutrons assists greatly in defining the size 
and shapes of structures created as solutes molecules 
spontaneously organize. We applied the SANS 
technique to investigate third phase formation in the 
extraction of uranyl, thorium, plutonium and zirconium 
nitrates by TBP dissolved in n-alkanes at 
concentrations (20-30% (v/v)) representative of the 
PUREX process5-14. The measurements were performed 
at the time-of-flight small-angle neutron diffractometer 
(SAND) at IPNS15. A typical set of SANS data is 
shown in Figure 2 for the extraction of increasing 
amounts of Th(NO3)4 by TBP, up to the LOC 
condition. The data in Figure 2 clearly show a 
pronounced increase in scattering intensity in the low Q 
range for increasing amounts of metal nitrate 
transferred into the organic phase up to the LOC 
condition. This intensity increase has been the subject 
of our modeling efforts. 
 
Model Development 

We have interpreted the increase in scattering 
intensity with an increase of the metal concentration in 
the organic phase by using two different models: 
particle growth and particle interaction. The particle 
growth model assumes that any increase in scattering 
intensity observed in the low Q region arises from an 
increase in size of non-interacting particles as more 
metal salt or acid is extracted into the TBP solution. 
The SANS data for all systems investigated could be fit 
satisfactorily by using Guinier and modified Guinier 
analysis for rod-like particles and the form factors of 
cylinders or ellipsoids of rotation. However, according 
to this model, the critical LOC condition was always 
characterized by weight-average TBP aggregation 
numbers, nw, that could reach values as large as 50 and 
higher, indicating the formation of very large 
cylindrical or ellipsoidal “super-aggregates” with 

radius and length values up to ~13 and ~200 Å, 
respectively. These results were considered unrealistic, 
because there are no reports in the literature describing 
aggregates of this size in organic solutions of TBP. 
Since TBP third phases are typically formed under 
conditions in which ideal behavior can no longer be 
assumed (high solute concentrations), we decided that 
it was prudent to re-examine our SANS data using a 
different model. 
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Figure 2. SANS data and best fit curves for the 
extraction of Th(NO3)4 from 5 M HNO3 by 0.73 M 
TBP in n-octane at 23±0.5 oC. See text for the fitting 
procedure. 
 

We concluded that a more realistic picture of the 
TBP aggregates in solution could be obtained by 
applying concepts frequently used in colloid chemistry. 
The links between TBP coordination chemistry and 
colloid chemistry stem from the facts that: i) all 
extractants, including TBP, are by definition 
amphiphiles, i.e., they have both polar and non-polar 
components in the same molecule; ii) TBP is known to 
form small reverse micelles in non-polar diluents16; iii) 
third phase formation strongly resembles cloud-point 
phase separation17. Based on these considerations, we 
hypothesized that the increase in scattering intensity as 
the conditions of phase splitting are approached may be 
better interpreted by using a model based on 
interactions between small TBP reverse micelles rather 
than on micellar growth. In this case, success depends 
on the ability to evaluate the structure factor, S(Q), that 
describes the correlation between micelles due to 
intermicellar interactions. A convenient way to 
calculate short-range interactions between colloidal 
aggregates is offered by Baxter’s model for hard 
spheres with surface adhesion (also known as the 



“sticky spheres” model)17-19. Some features of the 
model, relevant for this work, are shown in Figure 3. 
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Figure 3. Schematic representation of the interaction 
between small TBP reverse micelles containing 
zirconium nitrate, nitric acid and water in their polar 
core. 
 

In Figure 3, r is the distance between two particles, 
dhs is the hard sphere diameter, i.e., the distance from 
the origin below which the particles become 
incompressible, and (δ-dhs) represents the width of a 
square-well attraction potential. When the distance 
between the left rims of two particles equals dhs (i.e., 
the particles are in contact), the repulsion becomes 
infinite, while for a distance larger than δ, the attraction 
between particles vanishes. For a distance larger than 
than dhs but smaller than δ, the particles experience 
attraction. In this case, it is possible to calculate an 
approximate value of the potential energy of attraction 
(negative) between two hard spheres, U(r), expressed in 
kBT units (where kB BB is the Boltzmann constant), 
through the equation: 

 

U(r) = lim
δ →dhs

ln[12τ(δ − dhs

dhs

)]  for dhs < r < δ         (1) 

 
Use of eq. 1 requires knowledge of the parameter τ. 

The reciprocal τ, τ-1, also expressed in kBT units, is the 
“stickiness parameter” and its value is higher when the 
adhesion between particles is stronger. The limit in eq. 
1 indicates that the calculation of the interparticle 
attraction potential energy is valid only when the 
attractive well is extremely narrow, i.e., with a width 
within 10% of the particle diameter ((δ - d

B

hs) / dhs ≤ 
0.1). An important advantage of Baxter model 
approximation is that analytical expressions have been 
derived for the structure factor S(Q) in terms of the 
parameter τ . 17-19

 
Results and Discussion 

To apply the Baxter model to our SANS data, the 
neutron scattering intensity was expressed as: 
 

I(Q) = η Vp (ρp-ρs)2 P(Q) S(Q) + Iinc           (2) 
 

where η is the solute volume fraction, Vp is the particle 
volume, ρp and ρs are the scattering length densities of 
the extractant and solvent, respectively, P(Q) is the 
form factor of a sphere having a radius equal to dhs/2, 
S(Q) is the structure factor, and Iinc is the incoherent 
scattering background. The three parameters Iinc, dhs 
and τ were used as independent fit parameters and were 
optimized using the nonlinear curve fitting features of 
the Origin™ program (Microcal Software, Inc.). Figure 
2 (continuous lines) shows the fit to the SANS data in 
the figure together with the fit parameters for the LOC 
sample. Similar results were obtained for all other cases 
investigated. Figure 4 shows the strong sensitivity of 
the calculated I(Q) values to small variations in the dhs 
and τ parameters for one of the thorium nitrate – TBP 
samples. 
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Figure 4. SANS data and I(Q) curves calculated with a 
±5% variation of the τ and dhs values for the extraction 
of Th(NO3)4 from 2.5 M HNO3 by 0.73 M TBP in n-
octane at 23±0.5 oC. 
 

Figure 5 shows the calculated P(Q) and S(Q) curves 
together with the experimental and calculated I(Q) 
values for the same sample as in Figure 4. The S(Q) 
curve exhibits a pronounced maximum at Q = 0.5 Å-1. 
This Q value corresponds to the correlation distance 
between interacting particles, d, through Bragg’s law in 
the form d = 2π/Qmax. For all samples and systems 
investigated, the correlation distance provided by the 
maximum in the S(Q) curve was systematically about 2 
Å shorter than the dhs value, indicating that the two 
interacting micelles are not completely hard but 
interpenetrate to some extent. For each sample, the 
value of the hard-sphere diameter, dhs, obtained from 
the Baxter model fit of the SANS data, was used to 
calculate the volume of the spherical scattering 
particles. From the composition of each sample, it was 
possible to calculate the volumes of the polar core and 
of the lipophilic shell of the micelles. Finally, the 
weight-average TBP aggregation number, nw, was 
calculated by dividing the volume of the shell by the 
molecular volume of TBP. 
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Figure 5. SANS data and I(Q), P(Q) and S(Q) curves 
calculated for the same sample in Figure 4. 
 

Table 1 collects some representative results from the 
Baxter model calculation for the LOC samples for the 
various systems investigated. 

The results in Table 1 indicate that according to the 
particle interaction model, the TBP aggregation 
number, nw, remains small, in the 2 to 4 range, up to the 
point of phase splitting (LOC samples). The dhs values, 
in the range of 13 to 15 Å, agree with molecular 
modeling calculations showing that the TBP molecule 
has a length of 7.1 Å10. The critical values of the 
stickiness parameter and intermicellar interaction 
energy are constants, characteristic of each solvent 
extraction system (diluent and TBP concentration). 
Their values are higher in n-octane than in n-dodecane, 
a diluent in which phase splitting is achieved more 
readily. The data in Table 1 also show that in moving 
from UO2(NO3)2 to Th(NO3)4 and to Zr(NO3)4, a 
progressively lower concentration of the salt in the 
organic phase is required for phase splitting to occur. 

At the point of phase splitting, the value of the 
intermicellar attraction energy is essentially constant 
(~-2kBT) for the various metal nitrates investigated. 
However, we discovered that the type of metal nitrate 
determines how rapidly the interaction energy increases 
upon extraction of increasing amounts of solutes by the 
TBP solution. More precisely, the derivative of the 
interaction energy with respect to total nitrate 
concentration in the organic phase is a function of 
specific physico-chemical properties of the extracted 
cation, e.g., charge-to-ionic radius ratio, ionization 
potential and hydration enthalpy. This is shown in 
Figure 6, where the derivative of -U(r) with respect to 
the total nitrate concentration in the organic phase is 
plotted as a function of the hydration enthalpy of the 
cations (whose values are available from the 
literature ). 
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Figure 6. Plot of d(-U(r))/d([NO3]org,tot) vs. the 
enthalpy of hydration for the extraction of the nitrates 
of various cations by 0.73 M TBP in n-octane at 
23±0.5 oC. 

 
Although based on the behavior of only four cations, 

the data in Figure 6 clearly confirm that when a cation 
is transferred from an aqueous phase into a 20 % TBP 
solution in n-octane, its effect on promoting third phase 
formation, as measured by how rapidly the energy of 
interaction between reverse micelle-like particles 
reaches the critical value of ~-2 kBT, strongly depends 
on its charge and size and other related physico-
chemical parameters. 

B

 
Conclusions 

SANS measurements performed at the SAND 
instrument of IPNS have allowed us to provide an 
answer to the vexing old question of why the 
phenomenon of third phase formation in solvent 
extraction occurs. We have developed a simple model 
that involves micellization of the extractant and van der 
Waals interactions between small reverse micelles in 
the organic phase. 

According to this model, the small reverse micelles 
formed by the extractant in the organic phase are 
subjected to two contrasting physical forces. Thermal 
energy, kBT, tends to keep the micelles dispersed in the 
solvent, while intermicellar attraction causes micellar 
adhesion. The latter factor becomes stronger as 
increasing amounts of polar solutes are transferred into 
the organic phase. As long as these two energies are 
comparable, the organic phase remains stable. The 
separation of most of the solute particles in a third 
phase takes place when the energy of attraction 
between the particles in solution becomes about twice 
the average thermal energy. 
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More research is planned to verify the general 
validity of the micellization/interaction model of third 
phase formation by extending our SANS measurements 
to more complex solvent extraction systems involving 
other families of extraction reagents and diluents, and 
other extracted inorganic species. The ultimate goal of 
our investigations is to provide a more efficient and 
scientifically sound management of this type of 



phenomena through a thorough description of its 
physical chemistry. 
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Table 1. Selected results from Baxter model calculations for LOC samples with 20% TBP in n-octane 
 

Extracted 
Species 

[HNO3]aq
M 

LOC 
M 

[HNO3]org at 
LOC M 

nw dhs, Å τ-1, kBT U(r), kBT

HNO3 10.2 /a 0.81a 2.5±0.2 13.6±0.2 6.1±0.1 -1.62±0.02 
UO2(NO3)2 10.0 0.23 0.27b 3.7±0.4 14.7±0.6 7.1±0.1 -1.78±0.01 
Th(NO3)4 5.0 0.16 0.33 3.4±0.4 14.4±0.5 9.9±0.4 -2.11±0.01 
Zr(NO3)4 7.7 0.081 0.62 1.9±0.1 12.4±0.2 9.9±0.1 -2.11±0.01 

a)  This sample does not represent a LOC condition: no third phase formation takes place in the extraction of HNO3 
without metal salts under the experimental conditions used; 

b)   n-dodecane diluent. 
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Figure 1: Schematic of the MISANS instrument 

 
Abstract 

A new kind of spectrometer will be installed at the 
SASI beamline at the IPNS which combines small angle 
and spin echo techniques to determine structure and 
dynamics of nanostructered samples. 

INTRODUCTION 
In 2004 a new project was started at the IPNS in order to 
develop a new kind of neutron instrument. So far there 
exists no neutron spin echo (NSE) spectrometer on any 
pulsed source in the world. Since an NSE spectrometer 
would hugely benefit from the broad wavelength band 
and the time structure of every neutron pulse [1] several 
attempts are under development worldwide in order to 
adapt this technique to a modern pulsed neutron source 
like the Spallation Neutron Source (SNS). The planned 
MISANS instrument (see Figure 1) is unique [2]. This 
technique can be adapted to use the full pulse width of the 
neutron source and thus has higher neutron utilization 
than other planned NSE spectrometers. Further, the design 
includes a full scale small angle detector, which makes 
this spectrometer a hybrid where both structure and 
dynamics in samples can be measured. For example, 
spatial and dynamic information of nanoparticles can be 
collected with high resolution at the same time. Another 
unique feature of this technique is that the analyzer is 
placed before the sample ensuring that the neutrons at the 
sample are already polarized. This enables the application 
of external magnetic fields at the sample, to study 
magnetic samples (e.g. nanomagnets), without the 
prohibitive loss of intensities encountered in other NSE 
spectrometers [3]. Furthermore, the MISANS instrument 
makes strong gains in contrast, as the signal is not 
affected by spinflip scattering (in conventional NSE 
spectrometers it is often required to replace the hydrogen 
in the sample with deuterium). 

CONCEPT 
MISANS is designed to measure dynamics and structure 
at the same time. The most likely field of application will 
be biological, soft matter, and nanomagnetism research. 
Most samples are mixtures of spinflip and non spinflip 
scattering atoms, which means that other spinecho 
techniques, classical with static fields [1], as well as 
neutron resonance spin echo (NRSE), experience 
significant intensity losses when measuring such samples, 
due to the depolarization of beam from spin flip. In 
addition, as of the date of publication, no other NSE 
spectrometer provides a polarized beam at the sample as a 
standard feature, which makes MISANS a perfect tool for 
the measurement of magnetic dynamics on nanometer 
scales. 
The basic idea of this spectrometer is to simulate the 
effect of static fields with RF-fields. Figure 2 shows the 
successful test of one of the MISANS coils in March 2005 
[4]. As can be seen in Figure 2, the Larmor-precession 
frequency increased from 1kHz (static fields) to 3kHz 
(static fields + RF fields). An intensity modulation of the 
RF amplitude makes sure that the oscillation is 
independent from the neutron wavelength. 
Parallel to these tests, at the neutron small angle scattering 
instrument (SASI), Argonne was prepared to install the 
new components including new focusing solid state 
collimators, which are new neutron optical components 
developed for SASI in FY05 and will be useful for other 
neutron beamlines.  
The test of the polarizer for the SASI beamline failed; 
however, and the component had to be sent back to the 
vendor for repairs. It was scheduled for return in 
November 2005. 
 



 
Figure 2: Test of a MISANS coil on the polarized relfectometer Posy1, Argonne 

 

OUTLOOK 
In the near future the MISANS instrument will be moved 
to its final position at the SASI beamline at Argonne. 
Some benchmark experiments which show the 
performance of the new instrument are planned, followed 
by the integration of the instrument into the user mode of 
SASI. The performance of the beamline will be expanded 
to be the first polarized SANS beamline on a pulsed 
source and the first MISANS instrument in the world. An 
important part of the design was to be able to reverse all 
changes on the beamline very quickly. It will be possible 
to unpolarize the beamline within two minutes and gain 
an intensity factor of two, and to install/uninstall the 
MISANS coils within a few hours. 
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Abstract 

Triblock copolymers having random coil polymer endblocks and a side-group liquid crystalline polymer 
(SGLCP) midblock self-assemble in small-molecule liquid crystal (LC) solvent to form physical gels.  
These gels are optically uniform, thermoreversible, and can be rapidly switched at modest electric fields, 
making them ideal candidates for printable display technology.  An understanding of the gels’ 
nanostructure is gained from small-angle neutron scattering (SANS) from diblock copolymer analogues.  
The results show that the size of the micellar structures can be varied by molecular design of the SGLCP 
midblock.  It is also demonstrated that the solvent’s transition from the nematic LC phase to the isotropic 
phase is accompanied by a change in solvent quality, causing the micelle cores to swell.   

 
 

INTRODUCTION 
Recently we have developed a new class of 

materials that use block copolymer self-assembly 
and the dramatic change in solubility at the 
nematic-isotropic transition to create 
thermoreversible nematic gels (Figure 1).1, 2  
Reversibility makes them ideal for a new 
paradigm in fabrication of liquid crystal displays 
(LCDs) in which printing is used to enable 
continuous production.  Their optical uniformity 
is excellent as a consequence of the self-healing 
character of self-assembled nanostructure and 
they exhibit rapid switching speed at moderate 
threshold electric field (Figure 2).   

Triblock copolymers are designed with a side-
group liquid crystal polymer (SGLCP) midblock 
and random coil polymer endblocks.  The 
midblock is well solvated by small-molecule 
liquid crystal (LC) solvent yielding a single-
phase, optically uniform gel.  The endblocks are 
chosen to be a random coil polymer 
(polystyrene, PS) that readily dissolves in 
isotropic solvent, but is insoluble in nematic 
solvent.  Thus, the immiscible endblocks 
associate with one another in the nematic phase 
to form the gel’s physical crosslinks, but become 
solvated upon transition to the isotropic phase.  
This change in solubility is the basis for the gels’ 
thermoreversibility; the sol-gel transition is 

triggered by the solvent’s nematic-isotropic 
phase transition.    

LC-phobic 
endblocks

LC-philic
midblock

LC solvent  
Figure 1.  Schematic diagram of a nematic liquid 

crystalline gel self-assembled from a coil-LC-
coil triblock copolymer.  When dissolved in LC 
solvent, the LC-phobic endblock associate with 
one another to form the gel’s physical crosslinks 
while the LC-philic midblock forms the network 

strands, spanning between crosslinks.   

 
Neutron scattering is a central tool in 

discovering the underlying physics that governs 
the nanostructure, dynamics, rheology, and 
optical properties of these new materials.  For 
example, prior small-angle neutron scattering 



(SANS) results showed that molecular design of 
the mesogenic side groups on the midblock 
strongly alters both the sense and degree of 
spontaneous anisotropy of the polymer backbone 
(Figure 3), explaining the shear-induced 
alignment tendency of PS-SGLCP-PS gels1 and 
the mechano-orientational coupling that governs, 
for example, dramatic banded structures that 
form in these gels.3    

 
 

(a) (b)

E Field:                  OFF                                   ON

Printed 
Logo

Substrate

Ambient Light

Polydomain Monodomain

  

Figure 2.  Nematic gels can be switched from (a) 
a light-scattering, unaligned (polydomain) state 

to (b) an optically clear, uniformly aligned 
monodomain using modest electric fields.  In this 

case, 40 Vrms is applied to layer of gel 25 μm 
thick and switching is achieved in under 100 ms. 

(Reprinted from Kempe et al.1) 

 

   MATERIALS AND METHODS 
Linear diblock copolymers having a random 

coil (polystyrene, PS) polymer block and a 
SGLCP block are synthesized by attaching LC 
“mesogens” to the backbone of a readily 
available precursor polymer (PS-b-1,2 
polybutadiene).  The mesogens are chosen to 
confer solubility in a common nematic LC (4-
pentyl-4’-cyanobiphenyl, 5CB) having TNI = 35 
°C (Figure 1).  We employ two inherently 
different mesogens to explore two different types 
of polymer-LC coupling.  In the first type, called 
“end-on” attachment, the mesogen is connected 
with its long axis perpendicular to the polymer 
backbone.  In the second type, called “side-on” 
attachment, the mesogen is connected with its 
long axis parallel (Figure 4). 

 
 
 
 

 
Figure 3.  SANS of dilute solutions of side-
group liquid crystalline polymers in nematic 

solvent reveals the coupling of polymer 
conformation with LC order.  (a) When the 

polymer side-groups are attached perpendicular 
to the backbone (end-on) the polymer adopts a 

moderately anisotropic oblate ellipsoid 
conformation.  (b) When the polymer side-
groups are attached parallel to the backbone 

(side-on) the polymer adopts a strongly 
anisotropic prolate ellipsoid conformation. 

(Reprinted from Kempe et al.1)  
 
 
In order to obtain sufficient contrast, polymers 

are dissolved in perdeuterated 5CB having a 
deuterium content of greater than 95%.4    Two-
dimensional scattering patterns are collected 
from these solutions on the Small-Angle 
Scattering Instrument (SASI) at a fixed 
temperature.  Solutions of diblock copolymers 
are prepared at concentrations of 2, 5, 10, and 20 
wt % polymer and scattering patterns collected 
from the unaligned, polydomain samples.  This 
results in globally isotropic scattering that can be 
azimuthally averaged for improved signal to 
noise ratio.       
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Figure 4.  Chemical structures of the coil-LC 
diblock copolymers and small-molecule LC 

solvent 
 
 

CHANGE IN SOLVENT QUALITY 
CORRELATES WITH CHANGE IN 

NANOSTRUCTURE 
Scattering patterns were collected from 

solutions of end-on and side-on diblock 
copolymers at two different temperatures: one in 
the nematic phase (25 °C) and one in the 
isotropic phase (37 °C) (Figure 5).  The results 
show a marked change in the self-assembled 
nanostructure coincident with the isotropization 
of the LC solvent.  Peaks at low values of Q are 
indicative of micellar structures.  The scattered 
intensity from a solution of spherical, 
monodisperse block copolymer micelles is 
written as the product of a constant, K, a 
structure factor, S, describing inter-particle 
correlations and a form factor, P, describing 
intra-particle correlations.  In the nematic phase, 
a strong structure factor peak is observed at low 
Q in the scattering from end-on diblock solutions 
at all concentrations (Figure 5a).  In the case of 
side-on polymers (Figure 5b), the structure factor 
peak is shifted to lower Q beyond the accessible 
range of the instrument.   

The dramatic shift in the position of the 
structure factor peak from end-on to side-on 
copolymer indicates that the side-on diblock 
micelles are spaced much further apart.  Prior 
SANS experiments1 on SGLCP homopolymers 
with similar mesogenic structures showed the 
side-on chains to be highly-elongated as a result 
of strong coupling of the polymer conformation 

to orientational order of the LC solvent (Figure 
3).  Therefore, the chains in the corona of the 
side-on polymer micelles are expected to be 
similarly elongated in the nematic phase creating 
larger micelles and a greater core-to-core 
distance.   
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Figure 5.  Azimuthally averaged scattering 
patterns from a concentration series of (a) end-on 

and (b) side-on diblock copolymers at 
temperatures in the nematic phase (25 °C, closed 
symbols) and in the isotropic phase (37 °C, open 

symbols).  Data for each concentration are 
successively shifted down one order of 

magnitude for clarity. 
 
 

A striking observation from the scattering 
patterns is the persistence of self-assembled 
micellar structures in the isotropic phase, where 
5CB is a good solvent for both blocks.  Peaks at 
low Q, similar to those observed at 25 °C, are 
clearly observed in the scattering patterns from 
20 wt % end-on and side-on samples at 37 °C.  
The presence of micelles at lower concentrations 



in the isotropic phase is evidenced by the scaling 
of the high-Q intensity with Q-4

 (the Porod law5 
scaling for structures containing a sharp 
interface).  Pairwise thermodynamic interactions 
between PS, SGLCP, and 5CB inferred from the 
ternary phase diagram of these components6 
show that self-assembly in the isotropic phase is 
driven by the slight preference of the solvent for 
the SGLCP block at polymer concentrations less 
than approximately 10 wt % and by unfavorable 
PS-SGLCP interactions at higher concentration 
(e.g. 20 wt % polymer).   

Although self-assembly persists into the 
isotropic phase, the change in solvent quality that 
accompanies the nematic-isotropic transition is, 
nevertheless, apparent.  The increased affinity of 
isotropic 5CB for the PS block results in 
substantial penetration of solvent into the PS 
cores and results in a decrease in neutron 
scattering contrast.  Thus, the scattered intensity 
in the isotropic phase is decreased relative to the 
nematic.    

 

SUMMARY 
We have designed triblock copolymers to self-

assemble in LC solvent to form nematic physical 
gels having useful electro-optic and mechano-
optic properties.  SANS from solutions of 
analogous diblock copolymers gives insight into 
the underlying nanostructure and demonstrates a 
discontinuous change in the quality of the LC 
solvent for the component blocks that is 
coincident with the nematic to isotropic phase 
transition.  Furthermore, SANS experiments 
show a marked difference in length scales 
depending on the structure of the SGLCP 
midblock, demonstrating the ability to use 
molecular design to tailor nanostructure.     
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MAGNETIC PROFILES IN FERROMAGNETIC/SUPERCONDUCTING 
SUPERLATTICES 

Suzanne G.E. te Velthuis, Axel Hoffmann, MSD/ANL, Argonne, IL 60439, U.S.A.  

Jacobo Santamaria, GFMC, Departamento Fisica Aplicada III, Universidad Complutense de 
Madrid, 28040 Madrid, Spain

The interplay between ferromagnetism and 
superconductivity has been of longstanding fundamental 
research interest to scientists, as the competition between 
these generally mutually exclusive types of long-range 
order gives rise to a rich variety of physical phenomena. A 
method of studying these exciting effects is by 
investigating artificially layered systems, i.e. alternating 
deposition of superconducting and ferromagnetic thin 
films on a substrate, which enables a straight-forward 
combination of the two types of long-range order and 
allows the study of how they compete at the interface 
over nanometer length scales. While originally studies 
focused on low temperature superconductors interchanged 
with metallic ferromagnets, in recent years the scope has 
broadened to include superlattices of high Tc 
superconductors and colossal magnetoresistance oxides. 
Creating films where both the superconducting as well as 
the ferromagnetic layers are complex oxide materials with 
similar crystal structures (Figure 1), allows the creation of 
epitaxial superlattices, with potentially atomically flat and 
ordered interfaces. 

Figure 1: Models of the crystal structure of YBa2Cu3O7-δ 
and La0.7Ca0.3MnO3

Additionally, owing to their moderate carrier density of 
1019–1022 cm-3, inhomogeneous charge distributions can 
be expected within a distance of a few unit cells from an 
interface.  Since the physical properties of these complex 
oxides depend strongly on the charge carrier doping, this 
opens up a wide variety of different interactions between 
dissimilar complex oxides. 

Motivated by these arguments the group of Jacobo 
Santamaria (GFMC, Departamento Fisica Aplicada III, 
Universidad Complutense de Madrid, 28040 Madrid, 
Spain) created and started investigating heterostructures 
of ferromagnetic La0.7Ca0.3MnO3 / superconducting 
YBa2Cu3O7-δ deposited on SrTiO3. The high degree of 

spin polarization of the La0.7Ca0.3MnO3 conduction band 
additionally makes this system a good candidate for the 
search of novel spin dependent effects, which could lead 
to the creation of spintronic devices based on 
magnetoresistance (MR) effects associated with the 
accumulation and transport of spin polarized electrons. In 
initial studies of the superconducting properties of series 
of heterostructures with varying thicknesses of either the 
La0.7Ca0.3MnO3 or YBa2Cu3O7-δ layers, proximity effects 
were detected evidenced by a depression of the 
superconductivity [1,2].  
Figure 2: The resistance as a function of field for 

decreasing temperature around the onset of 
superconductivity for a La0.7Ca0.3MnO3 (40 u.c.)/ 
YBa2Cu3O7-δ (15 u.c.)/ La0.7Ca0.3MnO3(40 u.c.) trilayer. 
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More recently, Santamaria’s group observed a novel 
magnetoresistance (MR), in excess of 1000%, for 
heterostructures with only a limited number of bilayer 
repetitions [3]. While this effect is reminiscent of the 
giant magnetoresistance (GMR) effect typically measured 
in magnetic superlattices [4], the MR discussed here is 
only observed when YBa2Cu3O7-δ is in the 
superconducting state. Figure 2 shows the measured 
resistance as a function of applied field for various 
temperatures close to the superconducting transition 
temperature of YBa2Cu3O7-δ. For lower temperatures, 
peaks in the resistance occur at moderate fields. 
Comparison with SQUID magnetometry measurements of 
the magnetization showed that the peaks in the resistance 
occur close to the coercive fields. Additionally, the 
magnetization curves show an unusual stepped behavior.  

In order to explore the reason for this stepped behavior 
and gain insight into the origin of the magnetoresistive 
behavior, polarized neutron reflectivity (PNR) 



experiments were performed on the POSY1 instrument at 
IPNS. With these experiments the magnetization of the 
individual La0.7Ca0.3MnO3 layers was determined as a 
function of applied magnetic field for various 
temperatures.  

Figure 3: Top: Polarized neutron reflecitivity data for the 
La0.7Ca0.3MnO3 (40 u.c.)/ YBa2Cu3O7-δ (15 u.c.)/ 
La0.7Ca0.3MnO3(40 u.c.) trilayer at two applied fields at T 
= 58K. Bottom: Magnetization of the individual LCMO 
layers as a function of applied field as determined from 
the fits of the PNR data. The gray box marks where 
antiparallel (AP) alignment was detected. 

 
Figure 3 shows how the field dependence of the 

magnetization of the two La0.7Ca0.3MnO3 layers is quite 
different. The bottom La0.7Ca0.3MnO3 has a larger 
magnetization and therefore has a coercive field (where 
M=0) that is lower than that of the top layer. This 
difference in coercive fields of the two layers, creates a 
field region where the two layers are aligned antiparallel 
to each other. Similar results were obtained for a second 
sample, which had four La0.7Ca0.3MnO3 layers spaced by 
three YBa2Cu3O7-δ layers, (Figure 4). Here the bottom 
La0.7Ca0.3MnO3 layer has a larger magnetization and is 
aligned aniparallel to the other three for a limited field 

region. The reason for the variation of the saturation 
magnetization of the LCMO layers, which causes the 
variations in switching behavior, was determined with 
other PNR measurements on similar superlattices [5]. It 
was found that at the La0.7Ca0.3MnO3/YBa2Cu3O7-δ 
interface the magnetization of the La0.7Ca0.3MnO3 was 
suppressed over a length scale of the order of 1nm, likely 
due to charge transfer across the interface. This effect 
would influence the bottom La0.7Ca0.3MnO3 layer less, as 
it is grown directly on the substrate, therefore it retains a 
magnetization that is close to that of the bulk material. 

AP 

Figure 4: The magnetization of the four LMCO layer in a 
saturating field (pink) and close to the coercive field 
(green) determine with polarized neutron reflectivity for a 
[La0.7Ca0.3MnO3 (40 u.c.)/ YBa2Cu3O7-δ (7 u.c.)]x3.5 
superlattice. 

Figure 5: SQUID magnetization M (solid line),  resistance 
R (filled circles) and,  PNR magnetization (blue stars) for 
the La0.7Ca0.3MnO3 (40 u.c.)/ YBa2Cu3O7-δ (15 u.c.)/ 
La0.7Ca0.3MnO3(40 u.c.) trilayer as a function of applied 
field. The gray areas mark where antiparallel alignment 
was detected, which coincides with the peak in R and step 
in M. 

These results were crucial to the understanding of the 
MR behavior because it is exactly in the field region 



where antiparallel alignment occurs, that the peak in the 
magnetoresistance is at its maximum (Figure 5). This also 
means that the ordering temperature for the 
superconducting YBCO is suppressed more for 
antiparallel (blue line in Figure 2) than for parallel 
alignment (red line in Figure 2). Considering only the 

proximity effect, the superconductivity depression should 
be larger with a parallel than with an antiparallel 
orientation, as has been observed for metallic systems [6]. 
Our results indicate that spin imbalance [7] in the 
superconductor due interactions with the ferromagnet is 
dominating the behavior in these complex oxide films [3]. 
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Abstract. 
Quasi-one-dimensional water (nanotube-water) 

encapsulated inside carbon nanotubes at different 
temperatures (4-300 K) and pressures (1-3700 atm) 
were studied by means of SANS, ND, inelastic and 
quasielastic neutron scattering in parallel with ‘parallel 
tempering’ molecular dynamics (MD) simulations. The 
observed extremely soft dynamics of nanotube-water at 
low temperatures were consistent with the MD model 
that includes shell water molecules near the inner wall 
of the nanotubes plus central water-chain structure. It 
was found that chain water molecules are responsible 
for the observed large mean square displacements (~4 
times larger than in bulk ice) as a result of their low 
coordination and weak bonding to the outer shell. 
Temperature and pressure phase transitions were 
observed experimentally and supported by the MD 
simulations. 

INTRODUCTION 
Water confined in nanoscale one-dimensional 

channels is of great interest to biology, geology, and 
materials science. An excellent model for such a 
system is water in single-walled carbon nanotubes 
(SWNT), realized by the unique geometry of nanotubes 
and the weak interaction between the water molecules 
and carbon atoms. As a result of nanoscale 
confinement, the physical properties of this quasi one-
dimensional water, referred to as nanotube-water, are 
expected to be different from those of the bulk 
counterparts. Recently, there has been considerable 
research activity in the theoretical investigation of 
water molecules confined within nanometer channels in 
SWNT bundles [1-10]. Molecular dynamics (MD) 
simulations [5] showed that water in SWNT displays 
anomalous ice-like behavior in both symmetry and 
mobility while retaining a liquid-like degree of water-
water hydrogen bonding. The results suggested that the 
confined water is in an intermediate state having both 
solid- and fluid-like properties.  

Some simulations showed that the number of 
hydrogen bonds within SWNT was reduced relative to 
conditions  
 
___________________________________________  

# akolesnikov@anl.gov 
in bulk water [4,6,7]. Other MD results [1] indicated 
that water molecules are hydrogen-bonded with four 
nearest neighbors in a nearly two-dimensional net that 
is clearly different from the conventional tetrahedral 
arrangement of water molecules in ice. Series of the 
MD simulations at different pressures and temperatures 
[2,8] revealed the existence of a variety of new ice 
phases, and of a solid-liquid critical point [3], beyond 
which the distinction between the solid and liquid 
phases disappears. MD simulations [1] showed also 
that water molecules inside the SWNT tend to organize 
themselves into a highly hydrogen-bonded network, 
i.e., solid-like wrapped-around ice sheets, and the 
disorder-to-order transition of these ice-sheets can be 
achieved at ambient pressure by varying the size of the 
tubes.  

To check the validity of the water models used in the 
simulations, experimental structural and spectroscopic 
data are required for water in SWNT. Before our study 
there were no spectroscopic measurements of water in 
SWNT known in the literature, and there was only one 
experimental X-ray study [11], where the authors found 
that a substantial amount of water was absorbed inside 
SWNT at room temperature and the liquid-like water at 
235 K was transformed into a new solid form, ice 
nanotubes, having the structure proposed in Ref. 2. 

Neutron scattering is a preferred method to study the 
dynamics of water owing to the extraordinarily large 
scattering cross-section of hydrogen and the 
straightforward comparison of the experimental data 
with the results from MD simulations. 

Here we present a study of water encapsulated inside 
SWNT by using small-angle neutron diffraction 
(SAND diffractometer), inelastic and quasielastic 
neutron scattering (HRMECS and QENS 
spectrometers) in parallel with MD simulations, 
performed recently [12].  

EXPERIMENTAL 

Sample preparation 
The 3.8 g sample of purified SWNT was prepared as 

follows. The raw SWNT sample was produced by 
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Figure 1. Neutron diffraction patterns (T=5ºC) around 
0.4 Å-1 for dry SWNT (red curve with solid circles) and 
SWNT with the encapsulated water of different 
isotopic forms, H2O (black curve with solid triangles), 
H2O:D2O=1:1 mixture (green curve with open 
triangles) and D2O (blue curve with open circles). The 
calculated form-factors for dry SWNT and for SWNT 
with the encapsulated water of different isotopic forms, 
H2O, H2O:D2O=1:1 mixture and D2O are shown as red, 
black, green and blue curves without points. 

composite anodes. The metal component consisted of 
Co/Ni catalyst in a 3:1 mixture. The purification of 
SWNT was achieved by leaching out the metal catalyst 
with hydrochloric acid followed by oxidation of non-
tube carbon components by air at 300-600ºC, similar to 
the known procedure [13]. The synthesis and 
purification procedure yield totally opened nanotubes 
about 14±1 Å in diameter and about 10 μm in length as 
revealed by electron microscopy observation using 
HRTEM and SEM. 

To fill the nanotubes with water, the dry SWNT 
sample was first exposed in water vapor at 110°C for 
2h in an enclosed environment. The excess water 
adsorbed in the exterior of the nanotubes was then 
extracted by evaporation at 45°C to the final 
H2O/SWNT mass ratio of about 11.5 wt.%.  

Small-angle neutron diffraction 
To investigate the location of water molecules in the 

sample we have measured small-angle neutron 
diffraction at 5ºC around momentum transfer 0.4 Å-1, 
which corresponds to Bragg reflections on the (01) 
planes of a two-dimensional hexagonal lattice in 
SWNT crystalline bundles. The experiments were done 
for dry SWNT and SWNT with ~10 wt.% water of 
different isotopic forms, H2O, H2O:D2O=1:1 mixture 
and D2O. The ND (Fig. 1) shows the (01) peak at 

~0.41 Å-1 for all samples but the one with D2O. The 
intensity of the (01) peak is highest for dry SWNT and 
SWNT with H2O. It slightly decreases for the SWNT 
with isotopic water mixture and vanishes completely 
for the sample with D2O (the observed higher 
background for SWNT containing H2O is due to large 
incoherent neutron scattering cross-section for 
hydrogen atoms). It is well known that ND and X-ray 
patterns for SWNT are strongly modulated by the 
form-factor of the sample “particles”/tubes. To explain 
the obtained results we have calculated the form-factor 
[14] for the SWNT with the used concentration water 
of different isotopic forms. Around 0.4 Å-1 the 
calculated form-factors (Fig. 1) have a zero-minimum 
value for all the samples, and the position of the 
minimum is at 0.385 Å-1 for SWNT and SWNT with 
H2O, at 0.4 Å-1 for SWNT with isotopic water mixture 
and at 0.41 Å-1 for SWNT with D2O. The latter position 
exactly coincides with the position for (01) Bragg peak 
resulting in its vanishing for the SWNT sample with 
D2O. The form-factor simulations for SWNT with 
water placed outside the tubes (between the tubes in the 
channels of the nanotubes bundles) produce curves 
with minimum at Q values below 0.385 Å-1, that could 
not explain the observed ND data. This result can be 
considered as proof that water occupies the space 
inside the tubes of the SWNT bundles. 

Inelastic neutron scattering 
The INS data were collected over a wide range of 

wave vectors Q. The data obtained at small Q values 
from high incident neutron energies were crucial to the 
measurements of the vibrational spectra due to the 
extraordinarily large mean-square displacement of 
hydrogen, <uH

2>, which severely damps the intensity 
with increasing Q according to ~exp(–<uH

2>Q2). The 
measurements were made on 11.3 wt% water in 
SWNT, and, in addition, on a dry SWNT sample for 
background removal and on a bulk ice-Ih for 
comparison. Figs. 2(A) and 2(C) show the observed 
generalized vibrational density of states G(E) of 
nanotube-water at 9 K as compared with those of ice-
Ih. In general, the spectra of ice are dominated by low-
frequency intermolecular motion (e.g., translational and 
librational vibrations of water molecules at 0–40 and 
55–120 meV, respectively) and high-frequency 
intramolecular vibrations (e.g., H-O-H bending around 
200 meV and O-H stretching modes near 420 meV). 
The observed stretching mode frequency of nanotube 
ice (422 meV) is higher than that of ice-Ih (406 meV), 
which is in good agreement with the MD results of 
Martı´ and Gordillo [8,9]. The higher O-H stretching 
frequency arises from the shorter O-H covalent bonds 
and a longer intermolecular O-O distance, RO-O. The 
estimated RO-O of 2.916 Å for nanotube-water at 9 K, 
based on the observed O-H stretching frequency and a 
phenomenological model [15], agrees reasonably well 
with that (~2.81 Å) predicted by our MD simulations 
(see below). Comparing with the RO-O (2.76 Å) of ice-
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Ih, the structure of nanotube-water supports a weaker 
hydrogen-bonded network. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Generalized vibrational density of states, 
G(E), of nanotube-water and ice-Ih measured at 9 K 
using the HRMECS spectrometer. The blue shifts of 
the stretching vibrations (figure C) in conjunction with 
the red shifts of the intermolecular modes (figure A) 
with extra spectral density extending to lower energies 
(insert B) indicate a weakened hydrogen-bonded 
network in nanotube-water. The G(E) of nanotube-
water under high pressure, P=3.7 bar at 50 K, shows 
features similar to that for bulk high-density amorphous 
ice.  
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The bending mode of nanotube-water consists of a 
narrow peak at 205 meV and a shoulder at ~176 meV. 
The latter can be accounted for as the second-order 
overtone of the librational modes. Thus the peak at 
205 meV could be assigned solely to the intramolecular 
H-O-H bending mode. This value is slightly larger than 
that for ice Ih (~199 meV).  

Distinct features reflecting the soft hydrogen bond 
dynamics unique to nanotube-water are revealed in the 
intermolecular part of spectra, shown in Fig. 2(A). The 
librational band shifts to lower energies in comparison 

to ice-Ih. The spectral density on the low-energy side 
broadens and merges with the translational band below 
40 meV, which is in sharp contrast to the abrupt cutoff 
at ~67 meV in ice Ih. The half maximum of this band at 
the low-energy side occurs at 55 meV. The 
translational band over the 25–40 meV region broadens 
and lacks the salient feature that was observed for ice-
Ih. In nanotube-water the intensity of the high-energy 
translation-like optical modes (at ~36 meV) drops 
drastically and redistributes to lower frequencies 
(between 12–25 meV). Moreover, a large excess 
intensity appears below 5 meV [see Fig. 2(B)]. 

Applying a high pressure (P=3.7 kbar, with He gas 
as a pressure transmission medium) to nanotube-water 
results in strong change of the low-energy part of the 
translation intermolecular band in the G(E) spectrum 
below 20 meV. The position of the first maximum 
(acoustical peak) shifted to much higher energy, ~10-
11 meV, and the G(E) intensity is strongly decreased at 
E<10 meV. This spectral transformation is similar to 
those in high-pressure (and high-density) phases of ice 
(ice-VI, ice-VIII, high-density amorphous ice, etc). So, 
nanotube-water under 3.7 kbar pressure should 
correspond to a dense ice phase.  

Quasielastic neutron scattering 
The ‘softness’ of nanotube-water was characterized 

by high-resolution (ΔE = 80 μeV) QENS measurements 
of the <uH

2>. The integrated intensity of the elastic 
peak I(Q) was recorded over a wide range of Q at select 
temperatures as the sample was warmed up from 8 to 
300 K. Since the signal arises predominantly from 
incoherent  neutron  scattering  of  hydrogen  atoms, 
the elastic intensity follows the expression of 
I(Q)~exp(–<uH

2>Q2). In the case of bulk water (Fig. 3), 
<uH

2> increases steadily with increasing temperature 
until 273 K where an abrupt increase occurs due to the 
melting of ice-Ih. The data of bulk ice can be 
adequately explained by a harmonic potential  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. The mean-squared displacements, <uH
2>, of 

H atoms in nanotube-water measured with the high-
resolution (ΔE = 80 μeV) spectrometer QENS as a 



function of temperature and pressure, compared to ice-
Ih.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Proposed structure of nanotube water. The 
interior ‘‘chain’’ water molecules have been colored 
yellow to distinguish them from the exterior ‘‘shell’’ 
water molecules (colored red). 

corresponding to the measured G(E). The situation for 
nanotube water is drastically different. The magnitude 
of <uH

2> for nanotube-water is about 4 times larger 
than that for ice-Ih throughout the 8–273 K temperature 
range. Note that at 8 K <uH

2> of nanotube-water is 
already larger than the value for ice-Ih just prior to 
melting. The <uH

2> for nanotube-water under pressure 
P=1.4 kbar (green curve in Fig. 3) below 100 K is 
reduced drastically to values comparable to those in 
ice-Ih. At higher temperatures it rises very rapidly 
above the ice-Ih value. 

The data imply a strongly anharmonic potential for 
nanotube-water at ambient pressure. Qualitatively, the 
data favor a flattened bottom or low-barrier double-
well potential with hydrogen delocalized over ~0.2 Å 
distance, as schematically shown in the inset of 
Fig. 3(A). Such an anharmonic potential can 
qualitatively account for the observed <uH

2> up to 
about 120 K. At higher temperatures, additional 
fluctuations in terms of hydrogen-bond-breaking 
diffusion processes have to be included in order to 
explain the sharp rise of the curve. Another possible 
scenario is shown in the insert of Fig. 3(B): the large 
<uH

2> in quasi 1D nanotube-water may be originated 
from a finite value of the g(ω) at low energies in a 1D 
chain, g(ω)~(ω0

2-ω2)-1/2, contrary to the g(ω)~ω2 
behavior for the bulk 3D case.  

MOLECULAR DYNAMICS 
SIMULATIONS 

MD calculations for water in SWNT were performed 
using the TTM2-F polarizable flexible water model of 
Burnham and Xantheas (using smeared charges and 

dipoles to model short range electrostatics) [16,17]. 
This model has been shown to be in excellent 
agreement with high-level electronic structure data for 
small water clusters and can also reproduce the bulk 
behavior of ice and ambient liquid water. The MD 
simulations consist of a rigid (10,10) carbon nanotube 
of length 40 Å subjected to periodic boundary 
conditions and includes NT-water interactions modeled 
via a Lennard-Jones (L-J) potential [18]. 

To study the effect of temperature we utilized the 
parallel capabilities of the Jazz computers cluster at 
ANL with a ‘parallel tempering’ molecular dynamics 
(PTMD) algorithm. The PTMD algorithm calculates 
multiple simultaneous trajectories for the system, 
where each trajectory is assigned a different 
temperature, and the occasional swapping of 
temperatures between neighboring trajectories is 
employed (in accordance with detailed balance under 
the Boltzmann distribution), which allowed to locate 
more efficiently low-lying minima of the nanotubes-
water structure compared to conventional MD 
simulations.  

The MD simulations show that a convincing atomic 
model for the low-temperature nanotube-water 
structure consists of shell water molecules near the 
inner wall of the carbon nanotubes, in which the waters 
are H-bonded together in a square lattice wrapped into 
a cylinder, plus central water-chain, in which the 
waters are H-bonded to form a quasi one-dimensional 
linear chain (see Fig. 4). The soft dynamics of 
nanotube-water arises mainly from the drastic change 
in hydrogen-bond connectivity of the central water-
chain with an average coordination number of 1.86 
(compared to ~4 for other known states of water). 
Because of the loose bonding, the chain-water is very 
active; the water-shell is more stable, but the mobile 
chain makes and breaks bonds continuously between 
parts of the chain and sometimes with the shell-water 
even at ~50 K (see Fig. 5).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. This view of nanotube-water at 50 K shows 
its strong and weak bonds. The red and white water 



exterior shell has ‘permanent’ bonds shown by the red 
lines. The interior chain is constantly in motion and its 
green chains represent a snap shoot of the weak bonds.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Calculated vibrational spectra for nanotube-
water, wall-water molecules alone and chain-water in 
nanotube-water, compared with ice-Ih. 

The MD simulations well describe the observed 
softening of INS spectra (Fig. 6) and anomalously 
enhanced thermal motions in the nanotube-water 
(Fig. 7). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Calculated <uH
2> for nanotube-water, wall-

water molecules alone and chain water in nanotube-
water, compared with ice-Ih. 

The MD result, in terms of the free energy of water 
molecules in a cross section of the tube, as shown in 
Fig. 8, is more revealing. At low densities the water 
molecules begin to fill the minimum of the L-J well. 
With increasing density the waters first adhere to the 
inside of the nanotube wall, which acts to lower the 
energy barrier along the center of the nanotube, 
eventually allowing water to occupy the interior region. 
The interior well is found to be much flatter and more 
anharmonic than the outer groove and is large enough 
to allow fairly easy passage of the interior molecules 
through the nanotube. At 50 and 100 K the chain 
molecules fluctuate between the central local minima 
resembling a double-well potential. At elevated 

temperatures thermal activation leads to the flattening 
of the well and hence an additional increase of 
mobility.  
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Figure 8. Free energies across the nanotube walls for 
water molecules in nanotube-water at 100 K (red) and 
300 K (blue). The L-J potential (black) provides the 
minima for the position of individual water molecules 
initially entering the SWNT.  

The PTMD simulations of nanotube-water clearly 
show the phase transition on heating from high to low 
density liquid at ~200 K (see Fig. 9). Above the phase 
transition the structure becomes a disordered H-bonded 
network similar to the bulk liquid. Applying a high 
pressure results in decreasing the mean-square 
displacement of nanotube-water at low temperatures, 
comparable to that in bulk ice. The calculated 
vibrational density of states of nanotube-water at 
P=3.7 kbar well describe the experimental data and also 
show a large change in its structure: water becomes 
more dense (by ~30%), like a dense bulk ice (Fig. 10).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Radial/thermal RO-O distribution function of 
waters inside SWNT of diameter 14 Å. Black surface: 
oxygen distribution, blue surface: hydrogen 
distribution. The central peak in the H-distribution 
corresponds to the chain of waters running down the 
center of the nanotube. The two outer peaks in the O-
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Abstract 
Water is essential for all living systems and its 

properties impact our daily life and environment 
directly. Hence the counterintuitive behavior in its 
supercooled state stimulates enormous interests in 
scientific communities. For example, some 
thermodynamic response functions and transport 
coefficients show a tendency to diverge at a singular 
temperature 228 K at ambient pressure. However, this 
singular temperature is so-far inaccessible to 
experiments because water inevitably freezes into ice 
before reaching it. By confining water in nano-pores of 
mesoporous silica, we succeeded in entering this 
unreachable range of supercooled temperatures. Using 
quasielastic neutron scattering (QENS) method we 
discovered a series of fragile-to-strong (F-S) dynamic 
crossover temperatures as a function of pressure in 
deeply supercooled water under pressure for the first 
time. Inelastic neutron scattering (INS) method, 
furthermore, enables us to measure the proton density 
of states of H2O and shows evidence that two kinds of 
liquids co-exist in supercooled water. INS clearly 
shows that the F-S dynamic crossover is accompanied 
by the appearance of a well-defined Boson peak at and 
below the crossover temperature. The crossover 
temperature can thus be interpreted as a generalized 
mode-coupling crossover temperature usually referred 
to as the “kinetic glass transition temperature” in the 
idealized version of the theory. We present our new 
experimental findings which shed light on the location 
of the liquid-liquid transition line and its end point, the 
much discussed and anticipated second critical point of 
recent literature. 

One of the most intriguing questions related to the 
unusual properties of supercooled water is whether two 
critical points may exist in a single component liquid 
[1]. The anomalies of the thermodynamic quantities 
become plausible if one postulates the existence of a 
second low-temperature critical point at about 228 K 
and at somewhat elevated pressure. Search for the 
existence of the predicted [2] first-order liquid-liquid  
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transition line and its end point, the second low- 
temperature critical point [1] in water, has been 
hampered by intervention of the homogenous 
nucleation process, which takes place at 235 K at the 
ambient pressure. However, by confining water in 
nano-pores of mesoporous silica MCM-41-S with 
cylindrical pores of 14 Å diameter, we have been able 
to study the dynamical behavior of water in a 
temperature range down to 160 K, without 
crystallization. Using the high-resolution Quasi-Elastic 
Neutron Scattering (QENS) method, with 
Backscattering and Disc-Chopper spectrometers at 
NIST NCNR [3-4], and Relaxing-Cage Model (RCM) 
[5] for the spectral analysis, we determine the 
temperature and pressure dependences of the average 
translational relaxation time, <τT>, for the confined 
supercooled water. The latter essentially gives a 
measure of the structural relaxation time of the 
hydrogen-bond cage surrounding a typical water 
molecule in liquid state.  

The behavior of the shear viscosity η or equivalently 
the structural relaxation time τ of a supercooled liquid 
approaching its glass transition temperature is called 
‘fragile’ when it varies according to the so-called 
Vogel-Fulcher-Tammann (VFT) law; and the behavior 
is called ‘strong’ when η or τ obeys Arrhenius law. For 
water, a fragile liquid at room temperature and at 
moderately supercooled temperatures, Ito and 
coworkers [6] proposed that a ‘fragile-to-strong’ 
transition would occur at around 228 K, based on a 
thermodynamic argument.  

We show in a P-T plane, in Fig. 1, the observed 
pressure-dependence of the F-S transition temperature, 
TL. Also depicted in the figure are the TH line 
(homogeneous nucleation line) and TMD line 
(temperature of maximum density line). One should 
note that the TL line has a negative slope, parallel to the 
TMD line, indicating a lower density for the low 
temperature phase. This TL line also approximately 
tracks the TH line, and terminates in the upper end 
when intersecting the TH line at 1600 bar and 200 K.  

Since what we observe experimentally is a dynamic 
crossover, it is natural to ask whether TL is related to  



 
 

FIG. 1. Summary of the pressure dependence of the fragile-to-strong dynamic crossover temperature, TL, 
plotted in the P-T plane (solid circles). Also shown are the homogeneous nucleation temperature line, 
denoted as TH, and the temperature of maximum density line, denoted as TMD. Our experiment indicates 
that the TL line terminates on the upper end when it crosses the TH line. Note that we would like to 
identify this line as the Widom line extrapolated from the predicted liquid-liquid coexistence line in 
supercooled water [9]. 

the liquid-liquid transition temperature, and if so, what 
would the nature of the high-temperature and low-
temperature liquids be? According to the inelastic 
neutron scattering experiments using the High-
Resolution Medium-Energy Chopper Spectrometer 
(HRMECS) at ANL IPNS (see Fig. 2), which measure 
the librational density of states of water contained in 18 
Å pore size MCM-41-S, water remains in a disordered 
liquid state both above and below the fragile-to-strong 
transition at ambient pressure. Furthermore, our 
analysis indicates that the activation energy barrier for 
initiating the local structural relaxation is EA = 4.89 
Kcal/mol for the low-temperature phase. On the other 
hand, our previous inelastic scattering experiments of 
the stretch vibrational band of water [7] indicated that 
the effective activation energy of breaking a hydrogen 
bond at 258 K (high-temperature phase) is 
3.2 Kcal/mol. Combining these two observations, it is 
then reasonable to conclude that the high-temperature 
liquid corresponds to the high-density liquid (HDL) 
where the locally tetrahedrally coordinated hydrogen 
bond network is not fully developed, while the low-
temperature liquid corresponds to the low-density 

liquid (LDL) where the more open, locally ice-like 
hydrogen bond network is fully developed.  

On the other hand, Sastry et al [8] suggested in their 
work of MD simulated liquid silicon that a fragile-to-
strong crossover is accompanied by the change of 
intermediate scattering function (ISF) from a 
monotonic decay before the crossover to a damped 
oscillation after. Since the dynamic structure factor, 
S(Q,E), is the Fourier Transform of the ISF, when the 
latter function shows an oscillation, it is a clear 
signature of a Boson peak in S(Q,E). Our recent results 
from HRMECS (see Fig. 3) which cover the energy 
range of S(Q,E) between -15  and +15 meV at Q range 
between 1-2 A-1, effectively scan the translational 
bands of the proton density of states. The measured 
S(Q,E) show appearance of a well-defined Boson peak 
for temperature ≤ 220 K, near the TL = 225 K at 
ambient pressure. This result suggests a transition of 
the structure of water from a fragile liquid to a strong 
liquid near 225 K.  

It is appropriate now to address the possible location 
of the second critical point [2]. Above the critical  
 



 
 

FIG. 2. The generalized librational density of states G(E) (taken with Q < 2 Å-1) of ice and confined 
water (within the energy range from 40 meV to 120 meV) at different temperatures measured with 
HRMECS spectrometer using incident neutron energy of 150 meV. It should be noted that G(E) of ice 
(solid line) is characterized by a much steeper leaning edge compared to that of supercooled water in the 
temperature range from 210 K to 240 K. The broader G(E) of supercooled water confined in MCM-41-S 
with pore diameter of 18 Å is seen to be more characteristic of a liquid state. From the behavior of the 
low-energy cut-off of the librational band around 50 meV, it is obvious that the state of confined water 
(its hydrogen bond network) is different at temperatures above and below 225 K. The difference between 
the average spectra above and below 225 K is shown to have a clear peak at around 50 meV (dash-dot-
dot line). 

temperature TC and below the critical pressure PC, we 
expect to find a one-phase liquid with a density ρ, 
which is constrained to satisfy an equation of state: ρ = 
f (P, T). If an experiment is done by varying 
temperature T at a constant pressure P < PC, ρ will 
change from a high-density value (corresponding to 
HDL) at sufficiently high temperature to a low-density 
value (corresponding to LDL) at sufficiently low 
temperature. Since the fragile behavior is associated 
with HDL and the strong behavior with LDL, we 
should expect to see a clear F-S transition as we lower 
the temperature at this constant P. Therefore, the cusp-
like F-S crossover we observed should then occur when 
we cross the so-called Widom line in the one-phase 
region [9]. On the other hand, if the experiment is 
performed in a pressure range P > PC, corresponding to 
the two-phase region and crossing the Liquid-Liquid 
(L-L) coexistence line, the system will consist of a 
mixture of different proportions of HDL and LDL as 
one varies T. In this latter case, the <τT> vs. 1/T plot 
will not show a clear-cut F-S transition (the transition 
will be washed out) because the system is in a mixed 

state. From this observation, we propose that the lower 
end point of the liquid-liquid coexistence line, or the 
upper end point of the Widom line, is the second low-
temperature critical point, PC = 1500 ± 200 bar and TC 
= 200 ± 10 K [9].  
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FIG. 3. The low-energy part of the translational band of proton density of states (taken with Q < 2 Å-1) of 
supercooled water confined in MCM-41-S with pore diameter of 14 Å at different temperatures, 
measured with the HRMECS spectrometer using incident neutron energy of 15 meV. It should be noted 
that a well defined Boson peak appears at ~ 220 K. 
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Abstract 
First principles density functional calculations and 

inelastic neutron scattering measurements have been 
used to study the phonon density of states of PbTiO3, 
BaTiO3 and SrTiO3. The phonon spectra of the 
quantum paraelectric SrTiO3 is found to be 
fundamentally distinct from that of ferroelectric 
PbTiO3 and BaTiO3. A large band gap in SrTiO3 in the 
energy range from 70-90 meV is bridged by the Ti-O 
vibrations in PbTiO3 and BaTiO3. Visualization of the 
first principles derived charge density distributions  
help understand the bonding changes  in these materials 
which have an important bearing on their ferroelectric 
character. While the Pb-O bonds are highly covalent in 
tetragonal PbTiO3, the Ba-O and Sr-O bonds in 
rhombohedral BaTiO3 and cubic SrTiO3 are ionic. 
There is strong hybridization of the Pb-O bonds in 
tetragonal PbTiO3 which were theoretically predicted 
(R.E. Cohen, Nature, 1992) to be the principal factors 
responsible for the larger ferroelectricity of PbTiO3 as 
compared to BaTiO3. The bonding changes in these 
materials lead to important differences in their 
observed phonon density of states. The computed 
phonon density of states is in excellent agreement with 
the inelastic neutron experiments and enables 
microscopic interpretations of the observed data.  

INTRODUCTION 
Ferroelectric materials find important applications as 

piezoelectric transducers and actuators, pyroelectric 
arrays, non-volatile memories, dielectrics for 
microelectronics and wireless communication, non-
linear optical applications, medical imaging, etc. These 
materials have switchable macroscopic polarization and 
exhibit piezoelectric properties, interconverting 
electrical and mechanical energies. Ferroelectrics like 
PbTiO3 and BaTiO3 are model systems which have 
been well studied [1-7] using experimental and 
theoretical techniques both due to their fundamental 
interest as well as due to their technological relevance. 
These perovskite materials have a rich phase diagram 
and their physical properties are found to be strongly 
influenced by the crystal structure [1,2]. Studies of the 
correlations between structural, dynamical and  
___________________________________________  
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piezoelectric behavior are crucial to design materials 
with superior performance.  

We have employed first principles ab initio 
theoretical calculations and experimental neutron 
scattering measurements to understand the phonon 
density of states and its variations in PbTiO3, BaTiO3 
and SrTiO3. Our goals are to study how the changes in 
bonding which lead to different ferroelectric behavior 
in these materials, manifests in their vibrational 
properties. Substitution of the A and B sites in these 
ABO3 type perovskites, are known to give rise to 
important differences in their material properties. 
While BaTiO3 and PbTiO3 are ferroelectric, SrTiO3 is  
an incipient ferroelectric [7]. The soft modes and 
phonon instabilities in these materials have an 
important bearing on their piezoelectric and dielectric 
properties. While the ferrodistortive modes involve 
zone center phonon instabilities, the antiferrodistortive 
phase of SrTiO3 involves zone boundary phonons 
related to rotations of the TiO6 octahedra. Accurate 
characterization of the phonon modes in the entire 
Brillouin zone of these perovskites are therefore highly 
desirable. Unlike Raman and infrared studies, which 
probe only the long wavelength excitations, inelastic 
neutron scattering measurements can directly probe the 
phonon modes in the complete Brillouin zone. While 
limited single crystal inelastic neutron data of phonon 
dispersion of PbTiO3 and BaTiO3 are available [6], 
studies of their phonon density of states however were 
not earlier reported and have formed the focus of the 
present study.  

EXPERIMENTAL AND CALCULATIONS 
The inelastic neutron scattering measurements were 

carried out on the High Resolution Medium Energy 
Chopper Spectrometer (HRMECS) at the Intense 
Pulsed Neutron Source of the Argonne National 
Laboratory. The energy resolution ΔE of the HRMECS 
spectrometer varies between 2–4% of the incident-
neutron energy over the neutron-energy-loss region. 
Two incident neutron energies were used (Ei=50 and 
130 meV) to get a good resolution in all ranges of 
energy transfer. The data were collected in wide range 
of scattering angles (28 to 132 degrees), which 
provides large coverage of momentum transfer to 
insure good  averaging of the  vibrational  spectra over  
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      Tetragonal PbTiO3
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. The computed phonon dispersion relation of tetragonal PbTiO3. The color code corresponds to red (Pb 
vibrations), green (Ti) and blue (oxygen vibrations).  
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Figure 2. Comparison of the measured inelastic neutron 
scattering data with the computed neutron weighted 
density of states. 

inverse space. The data were corrected for background 
scattering by subtracting the results from empty 
container runs. Measurements of the incoherent 
scattering from a vanadium standard provided the 
detector calibration and intensity renormalization. The 
samples were cooled to 6 K by a closed cycle 
refrigerator with the sample temperature maintained 
within 0.1 K throughout a run to minimize multiphonon 
contributions. Detailed analysis of the inelastic-
neutron-scattering data in the incoherent approximation 
were undertaken for comparison with the lattice 
dynamics calculations.  
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First principles density functional theory (DFT) and 
density functional perturbation theory (DFPT) linear 
response calculations have been carried out using plane 
wave basis sets and the code ABINIT [8] within the 
local density approximation (LDA) for electron 
exchange and correlation. These studies employ norm 
conserving pseudopotentials obtained using the code 
OPIUM [9,10]. The Brillouin zone integrations were 
carried out with a 6x6x6 k-point mesh using a plane 
wave energy cut off of 50 Ha. Exact linear response 
calculations on a 4x4x4 k-point grid of wavevectors 
were undertaken and the force constants derived.  

RESULTS AND DISCUSSION 
Tetragonal PbTiO3 (space group P4mm) (Fig. 1) and 

rhombohedral (R3m) BaTiO3 are found to be 
dynamically stable in the entire Brillouin zone. Both  
PbTiO3 and BaTiO3  have a simple cubic high 
temperature paraelectric phase which transforms  to a 
ferroelectric  tetragonal phase around  763 K and 403 
K,  respectively.  Tetragonal PbTiO3  is a large strain 
material (c/a=1.06)  exhibiting ferroelectricity up to 
high temperatures, and exhibits a single cubic to 
tetragonal  transition;  its spontaneous  polarization at  
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Figure 3. The computed total and partial density of states. 

 
room temperature is almost three times that of BaTiO3. 
BaTiO3 on the other hand has a much smaller strain 
(1.01) and exhibits successive phase transitions from 
cubic to tetragonal, orthorhombic and rhombohedral 
structures with decreasing temperature. SrTiO3 is a 
quantum paraelectric with an extremely large dielectric 
constant. As the temperature is reduced, SrTiO3 
undergoes a transition from the cubic (Pm 3 m) to a 
tetragonal (I4/mcm) AFD phase at 105 K, but this 
transition has a non-polar character and does not affect 
its dielectric properties. Experimental studies suggest 
that although SrTiO3 is paraelectric at low 
temperatures, it is very close to the ferroelectric 
threshold with quantum fluctuations of the atomic 
positions suppressing the ferroelectric instability and 
leading to a stabilized paraelectric state. Zero pressure 
LDA calculations of paraelectric cubic SrTiO3 yield 
soft zone center and zone boundary R-point soft 
phonon modes in agreement with earlier studies [7] and 
these soft modes exhibit strong volume dependence. 
The phonon density of states which involves averaging 
over the phonon modes in the entire Brillouin zone is, 
however, not significantly altered by the changes in 
volume which significantly affects the dynamical 
stability. Preliminary LDA calculations on a coarse 
wavevector mesh of the tetragonal AFD phase suggest 
that the phonon density of states of the tetragonal 

(AFD) and cubic paraelectric phases are overall quite 
similar.  

The computed neutron-weighted phonon density of 
states gn(w) of tetragonal PbTiO3, rhombohedral 
BaTiO3 and cubic SrTiO3 are found to be in excellent 
agreement with the measured inelastic neutron 
scattering data (Fig. 2). The total one phonon and 
partial density of states giving the dynamical 
contributions from various atoms are shown in Fig. 3. 
The Pb, Ba and Sr vibrations span the low energy 0-
20 meV range, while the Ti and O vibrations span the 
15-80 and 0-120 meV, respectively. The changes in the 
phonon spectra in the low energy region involve 
mainly the Pb, Ba and Sr vibrations.  

The hybridization and sharing between the Ti and O 
are evident from (a-c) and (g-l) in Fig. 4. First 
principles electronic structure calculations [1] revealed 
that the hybridization between the titanium 3d states 
and the oxygen 2p states is essential for ferroelectricity 
in PbTiO3 and BaTiO3. From Fig. 4 ( (d-f) and (m-o)), it 
can be seen that while the Pb-O bond  is covalent, the 
Ba-O and Sr-O bonds are ionic (note the well 
connected region of charge between the Pb and O 
atoms in tetragonal PbTiO3; in rhombohedral BaTiO3 
they almost connect while in cubic SrTiO3 they are far 
from connecting). The computed charge distributions 
are in good agreement with the observed distributions 
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Figure 4. The computed first principles derived charge density distributions and isosurface plots (displayed using the 
software xcrysden [12]) of tetragonal PbTiO3, rhombohedral BaTiO3 and cubic SrTiO3. All densities were computed 
from the fully relaxed zero pressure LDA structures. The charge density distribution in the [010] Ti-O plane (a-c) and 
the [010] Pb-O plane (d-f) are shown. In (a-f), the contours range from 0.01 a.u. (red) to 0.2 a.u. (violet), (1 a.u. of 
charge density = 1.0812x1012 C/m3, and gives the number of electrons per unit bohr3 volume). The 0.12 a.u. 
isosurfaces viewed down [100] and [110] are shown in (g-i) and (j-l), respectively, while the 0.03 a.u. isosurfaces are 
shown in (m-o). In (g-o), the grey spheres represent the A cation (namely, Pb in PbTiO3, Ba in BaTiO3 and Sr in 
SrTiO3), while the blue and red spheres correspond to the titanium and oxygen atoms, respectively.  

of tetragonal PbTiO3 and BaTiO3 obtained using 
maximum entropy analysis of synchrotron data [11]. 
The clear evidence of the Pb-O hybridization (Fig. 4) 
and the strong covalency of the Pb-O bonds in 
tetragonal PbTiO3 which arises from the hybridization 
of the Pb 6s state and O 2p state has been theoretically 
predicted [1] as a key factor of the much larger 
ferroelectricity of PbTiO3 as compared to BaTiO3. The 
bonding changes in these materials also manifest in 
their dynamical properties and lead to important 
differences in the phonon density of states (Fig. 2). 

In conclusion, a combination of first principles 
calculations and inelastic neutron scattering 
experiments have been helpful in understanding how 
the bonding changes in PbTiO3, BaTiO3 and SrTiO3 
manifest in their phonon density of states. The bonding 
changes have an important bearing on their 
ferroelectric, piezoelectric and dielectric behavior and 
systematic investigations on a variety of perovskites 
may provide microscopic insights about the vibrational 
signatures of ferroelectric behavior. 
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MODELING OF NEGATIVE THERMAL EXPANSION IN ZrW2O8, HfW2O8 
AND ZrMo2O8 USING LATTICE DYNAMICS AND INELASTIC NEUTRON 

SCATTERING 

R. Mittal, S.L. Chaplot, Solid State Physics Division, Bhabha Atomic Research Centre, 
Trombay,Mumbai 400 085, India 

A.I. Kolesnikov, C.–K. Loong, IPNS, Argonne National Laboratory, Argonne, IL 60439, U.S.A. 

Abstract 
Isotropic negative thermal expansion (NTE) has been 

known in cubic ZrW2O8, HfW2O8 and ZrMo2O8 over a 
wide range of temperature up to 1443 K, 1050 K and 
600 K, respectively. Anomalous thermal expansion is also 
observed in the orthorhombic phase of ZrW2O8 and 
HfW2O8. We have carried out lattice dynamical 
calculations for cubic as well as orthorhombic phases of 
ZrW2O8 and HfW2O8 using a transferable interatomic 
potential. The calculated phonon spectrum for cubic 
HfW2O8 is in fair agreement with the spectrum measured 
using HRMECS. Our calculations reproduced the 
observed anomalous thermal expansion in these 
compounds. It is found that the softening of low energy 
modes (below 8 meV) results in a negative thermal 
expansion. 

INTRODUCTION 
Negative thermal expansion has been known for a long 

time in several elemental solids (e.g. Si, Ge, diamond) at 
low temperatures and other compounds in certain 
crystallographic directions e.g., quartz and β-eucryptite 
LiAlSiO4. However, large isotropic negative thermal 
expansion (NTE) has been known in cubic ZrW2O8, 
HfW2O8 [1,2] (space group  P213, Z=4) and ZrMo2O8 [3] 

(space group Pa3 , Z=4) over a wide range of 
temperature up to 1443 K, 1050 K and 600 K, 
respectively. The compounds can be used for the 
preparation of controlled thermal expansion composites 
where the NTE material to some extent compensates for 
the positive thermal expansion of the other component. 
The structure of AX2O8 (A=Zr, Hf: X=W, Mo) consists of 
corner linked AO6 octahedral and XO4 tetrahedral units. 

Neutron diffraction data [4,5] show a cubic to 
orthorhombic (space group P212121, Z=12) phase 
transition at pressures around 2.1 kbar and 6 kbar for 
ZrW2O8 and HfW2O8, respectively. However cubic 
ZrMo2O8 does not show any phase transition [3] below 6 
kbar. An anomalous thermal expansion is also observed in 
the orthorhombic phase [4,5] of ZrW2O8 and HfW2O8. 
Specific heat [6] measurements for cubic AW2O8 (A=Zr, 
Hf) and Raman [7] and inelastic neutron scattering 
measurements [8] for cubic ZrW2O8 are reported.  

Some estimates of the Grüneisen parameters are 
reported [7-9]  for  AW2O8  (A=Zr, Hf) on the basis of the  
____________________________________________ 
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observed NTE and certain assumptions about the energy 
dependence of the Grüneisen parameters or the phonon 
density of states. These estimates indicated fairly large 
negative values of the Grüneisen parameters. We have 
shown [10-17] via lattice dynamical calculations and 
high-pressure inelastic neutron scattering experiments that 
a large softening of several low-energy phonons (up to 
8 meV) is mainly responsible for the anomalous thermal 
expansion in AX2O8 (A=Zr, Hf; X=W, Mo). Here we 
summarize the results obtained from our studies on these 
compounds. While complete phonon spectrum 
measurements on ZrMo2O8 and HfW2O8 were performed 
at ANL, pressure dependence of the low energy phonon 
spectrum was measured at ILL, France. 

EXPERIMNETAL 
The ambient pressure measurements for HfW2O8 were 

carried out using HRMECS. The spectrometer is equipped 
with a large detector bank covering a wide range (-10º to 
140º) of scattering angles. A polycrystalline sample of 
25 gm was placed inside a sealed aluminum container. 
We chose a high incident energy (E0=200 meV) of 
neutrons, which permitted the data to be collected over a 
wide range of momentum transfer Q from 4 to 19 Å-1. 
This was needed to ensure an effectively uniform 
sampling of Q wave vectors over the Brillouin zone, 
according to the requirements of the incoherent 
approximation [18]. The measurements were performed in 
the energy loss mode. In order to reduce multi-phonon 
scattering, the phonon measurements were carried out at 
low temperatures of 7 K. Background scattering was 
subtracted from the data by using an empty-container run. 
Measurements of the elastic incoherent scattering from a 
vanadium standard provided detector calibration and 
intensity normalization. 

LATTICE DYNAMICAL CALCULATIONS 
We used a semiempirical interatomic potential 

consisting of Coulombic and Born - Mayer type short 
ranged terms and a van der Waals type attractive 
interaction between the oxygen atoms. The parameters of 
the potential are the effective charge and radius of the 
atoms. A covalent potential is also included between the 
nearest W and O atoms. The polarizibility of the oxygen 
atom is introduced in the framework of the shell model 
[10]. The potential reproduces the equilibrium crystal 
structural parameters and other dynamical properties quite 
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satisfactorily. The procedure for the thermal expansion 
calculations is given in our previous publications [10,13]. 

RESULTS AND DISCUSSION 
The experimental and calculated neutron-weighted one-

phonon density of states for cubic HfW2O8 as shown in 
Fig. 1 reveal a gap at about 60-90 meV. Agreement 
between the experimental data and calculations below the 
gap is good. However, above 90 meV the calculated 
density of states shows a single peak around 120 meV, 
whereas the experimental data reveal a three peak 
structure. The phonons above 90 meV involve W-O 
stretching vibrations. Their force field is apparently more 
dispersed than that described by the interatomic potential 
in the lattice dynamical model. As far as the phonon 
contribution to the NTE behavior is concerned, only the 
low energy phonons are involved (as shown below). 
Therefore the model is able to correctly account for the 
thermal expansion behavior. 
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Figure 1. The experimental and calculated neutron-
weighted phonon density of states [13] of cubic HfW2O8. 
In order to account for the experimental resolution 
broadening in cubic HfW2O8 the calculated spectrum have 
been convoluted with a resolution function of HRMECS 
spectrometer. The multi-phonon contribution (dash line) 
has been subtracted from the experimental data of cubic 
HfW2O8 to obtain the experimental one-phonon density of 
states. 

The calculated pressure dependence of the phonon 
spectrum for ordered cubic AW2O8 (A=Zr, Hf) (Fig. 2) as 
well as the calculated Grüneisen parameter (Fig. 3) show 
that the phonons of energies below 8 meV are most 
relevant to NTE. Fig. 4 shows the quasiharmonic 
calculation of the thermal expansion.  This reveals a very 
interesting result, namely, that nearly 40% of the NTE in 
the cubic phase arises from just the two lowest phonon 
branches and almost all the NTE is contributed from the  
modes below 8 meV. The absolute value of thermal 
expansion coefficient for HfW2O8 is smaller in 
comparison with ZrW2O8. The calculated relative thermal 
expansion for both the cubic ZrW2O8 and HfW2O8 is 

shown in Fig. 5, which indicates an excellent agreement 
with the experimental data [1,2,4]. 
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Figure 2. The comparison between the calculated and 
experimental inelastic neutron scattering spectra for cubic 
ZrW2O8 [14]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. The Grüneisen parameter (Γ(E)

HfW O
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) [10,13-15] 
averaged over phonons of energy E. The experimental 
[14,15] values are determined using the neutron data of 
phonon density of states as a function of pressure.  
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Figure 4. The calculated [10] volume thermal expansion 
in the cubic and orthorhombic ZrW2O8 along with 
separate contributions from the two lowest phonon 
branches and all the phonons below 8 meV. 

The thermal expansion of the orthorhombic phase is 
observed [4] to be anomalous; it is negative below 300 K 
and positive above 300 K. Above 400 K the orthorhombic 
phase transforms to cubic phase. The calculation of 
thermal expansion in the orthorhombic phase of ZrW2O8 
is compared with the experiments in Fig. 5 which shows a 
very good agreement. Compared to the cubic phase, the 
negative thermal expansion contributed by the phonons 
below 8 meV (Fig. 4) is much reduced, which allows the 
high energy modes to dominate at high temperatures and 
yield a net positive expansion above 270 K in 
calculations. 

In order to understand the nature of phonons 
responsible for NTE we have calculated the partial 
contributions of the phonons of different energies to the 
mean square vibrational amplitude of the various atoms at 
300 K. The modes up to 1 meV are largely acoustic in 
nature. For modes between 1 to 4 meV, oxygen atoms 
constituting the WO  tetrahedra have significantly 
different values of their vibrational amplitudes, which 
indicates distortions of the tetrahedra. Above 4 meV the 
amplitude of all the atoms is relatively small. The phonon 
modes of energy about 4 meV cont

4

ribute maximum to the 
negative thermal expansion. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

T(K) 
 
Figure 5. The experimental and calculated [10,13] relative volume thermal expansion for cubic ZrW2O8, HfW2O8 and 
orthorhombic ZrW2O8, (VT/V300-1)×100%, VT and V300 being the cell volumes at temperature T and 300 K, 
respectively. There is a small sharp drop in volume for cubic phase at about 400 K associated with an order disorder 
phase transition [1,2]. Experimental data; cubic ZrW2O8 [1], cubic HfW2O8 [2], orthorhombic ZrW2O8 [4]. 

CONCLUSIONS  
Large softening of phonon modes below 8 meV on 

compression is able to explain the thermal expansion 
behavior of ZrW2O8, HfW2O8 and ZrMo2O8. The inelastic 
neutron scattering measurements were useful for 
validating the lattice dynamical model developed by us. 
Further experimental characterization of the specific 

phonons would require single crystal measurements in the 
entire Brillouin zone. 
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The rare-earth intermetallic compound Gd5Si2Ge2 
displays a technologically relevant magnetocaloric 
effect which approaches values of over 36 Jkg-1K-1 for 
a magnetic field change of 0 to 5 Tesla near room 
temperature [1,2]. The aforementioned effect in this 
material is associated with a first order magnetic 
transition which takes place simultaneously with a 
structural phase transition from an orthorhombic low 
temperature phase (space group Pnma) to a high 
temperature monoclinic phase (space group P1121/a) 
[3]. Alterations in (Si-Ge)-(Si-Ge) covalent bond 
distances and local environments across the transition 
are intimately related to the electronic structure of 
Gd5Si2Ge2[4,5]. The first order transition which gives 
rise to such a large magnetocaloric effect holds a 
naturally promising prospective for magnetic 
refrigeration near ambient temperatures. Exchange 
interactions between localized Gd moments are an 
important source of these magnetic phenomena, and 
details of the exchange interaction are usually 
investigated by inelastic neutron scattering [6]. From 
the inelastic neutron scattering cross section, the 
dynamic magnetic susceptibility (or dynamic magnetic 
response) can be obtained directly. The latter quantity, 
which is model independent, is of considerable interest 
as it can be compared directly with model calculations 
of the dynamic susceptibility. An unfortunate technical 
drawback is the very high neutron absorption cross 
section for the naturally occurring mixture of isotopes 
in Gd. This cross section can be reduced to values 
below 1000 barns for incident neutron energies above 
250 meV and experience has shown that a reasonable 
energy resolution, combined with an observable cross 
section can be obtained with incident neutron energies 
of this order. Up until now, nothing at all is known 
about the energy range of the magnetic excitations in 
Gd5Si2Ge2  For this purpose, we have utilized high 
incident energy neutrons available at IPNS (HRMECS 
spectrometer) and ISIS (HET spectrometer) in order to 
overcome this limiting factor for the compound 
Gd4YSi1.9Ge2.1 and the pure compound [7]. Dilution of 
one or more of the magnetic sites in this system by a 
non magnetic ion such as Y is expected to result in 
modifications of the crystal structure, bulk magnetic 
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properties and dynamic response of the parent 
compound. 

The temperature dependence of the inelastic neutron 
spectra at small scattering angles (at these small angles, 
Q is small and the magnetic form factor approaches its 
Q = 0 value of 1 for the Gd3+ ion) for Gd5Si2Ge2 and 
Gd4YSi1.9Ge2.1 are displayed in Fig. 1 and Fig. 2 
respectively. In order to verify that any observed 
excitation is indeed of magnetic origin, the inelastic 
neutron spectra at 5 K and at similarly small scattering 
angles were also measured for Y5Si2Ge2, which does 
not order magnetically. The scattering at high angles 
for this compound is dominated by a relatively small 
phonon density of states. Even though the structure of 
this compound is different from the Gd compounds, 
they are closely related to each other, so that any 
effective phonon density of states in the Gd and Y 
compounds are most likely similar to each other.  
The dynamic response for Gd5Si2Ge2 consists of two 
excitations extending up to 40 meV.  These excitations 
are magnetic since they do not appear in the response 
observed for the non-magnetic reference compound, 
Y5Si2Ge2, and they commence a steady collapse into an 
almost broad response at 265 K. This response is 
entirely paramagnetic at 310 K which is above the 
Curie temperature of ~ 270 K for this compound. The 
observed magnetic response for the diluted compound 
Gd4YSi1.9Ge2.1 at 7 K is also different from the non-
diluted compound, whereby the positions and 
intensities of the magnetic excitations have decreased 
markedly with respect to Gd5Si2Ge2. The magnetic 
excitation observed at 20 meV for Gd5Si2Ge2 has been 
considerably scaled down to a lower energy, at just 
over 15 meV for Gd4YSi1.9Ge2.1, whilst the excitation at 
30 meV has suffered a significant reduction in 
intensity. These data clearly and unambiguously show 
that the magnetic excitation spectrum in these 
compounds does not extend beyond 40 meV. The 
energy range of the magnetic excitations is similar in 
magnitude to that reported for metallic Gd. A detailed 
analysis of the inelastic spectra presented here is 
clearly rendered difficult by Gd ions located in three 
different crystallographic sites of the low temperature, 
ferromagnetic orthorhombic phase. Dispersion of the 
magnetic modes cannot be ruled out, but any further 
information in this regard must await a detailed single  
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Fig. 1. Low angle detector bank inelastic neutron 
spectra for Gd5Si2Ge2 at 15, 150, 265 and 310K. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

crystal inelastic neutron scattering investigation. In this 
regard, model calculations of the dynamic 
susceptibility incorporating recent first principles band 
structure calculations [8] for both the monoclinic and 
orthorhombic structures are highly warranted. 
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Abstract 
HRMECS data have been measured to explain the 

water-framework interactions in a hydrated microporous 
aluminum phosphate (AlPO-14). Two O-H stretching 
modes for bound water in hydrated AlPO-14 were 
detected, consistent with the model of two types of water 
present in the material: the tightly bound water bridge 
pairs of Lewis acidic framework aluminums in a dense 
region of the structure, while loosely bound water resides 
in the pores of the solid; the loosely bound water is 
connected to neighboring water molecules by 
intermolecular hydrogen bonds. 

INTRODUCTION 
Host-guest interactions in microporous materials are of 

the utmost importance in understanding the sorption 
properties of the solids, which give rise to their 
widespread commercial applications in, for example, 
molecular sieving and catalysis. It is often difficult, 
however, to locate the positions of adsorbed guest 
molecules in porous solids using crystallographic 
techniques, due to considerable positional disorder of the 
adsorbed species. It is therefore necessary to turn to short-
range probes to gain insight into the average local atomic 
arrangement about individual atom types and to allow a 
picture to be built up of the interactions between sorbed 
molecules and the inorganic framework of the porous 
solid. AlPO-14 is a microporous material made up of 
four-, six-, and eight-rings and has a three-dimensional 
channel system delimited by the eight-rings [1]. AlPO-14 
is very easy to absorb water. We have used various 
techniques including:  thermal analysis, solid-state 27Al 
MAS NMR and incoherent inelastic neutron scattering 
studies using TOSCA instrument at ISIS and HRMECS 
instrument at ANL [2] to deduce information concerning 
the local structure of the absorbed water molecules in the 
hydrated solid. 

The TOSCA data were recorded over the range 2-500 
meV. In this paper we present HRMECS measurements 
using high-incident neutron energy provided data that are 
complementary to those performed using TOSCA. 
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EXPERIMENTAL SECTION 
AlPO-14 was prepared by a method adapted from that 

of Broach et al. using isopropylamine as the template [2]. 
Calcination was performed by heating AlPO-14 at 600 °C 
for 2 h in air. The hydrated form of the material results 
from standing the calcined solid in moist air. The 
HRMECS data were collected at T=8 K over a period 21 
h from a sample of mass 5.66 g. The data were measured 
over a wide range of detector angles (5-130°), hence a 
large coverage of wavevectors, Q. The data obtained at 
small angles (small Q values) from HRMECS were 
crucial to the measurement of high-energy spectra due to 
the large mean-square displacement of hydrogen <uH

2>, 
which severely damps the intensity with increasing Q, 
according to exp(-<uH

2>Q2). 

RESULTS AND DUSCUSSION 
Differential scanning calorimetry of the hydrated, 

microporous aluminum phosphate AlPO-14 shows two 
distinct water losses between room temperature and 120 
°C, indicating the presence of two types of water in the 
solid. Multiple-quantum magic angle spinning (MQMAS) 
27Al NMR shows that, while in dehydrated AlPO-14 all 
aluminum is found in tetrahedral sites, on hydration a 
significant proportion of the aluminum increases its 
coordination number to 6. This accounts for the presence 
of tightly bound water. The TOSCA studies of such a 

 
Figure 1. Part of the structure of calcined, dehyrdated 
AlPO-14. Aluminum atoms are gray circles, and 
phosphorus are black. 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
system give a spectrum with distinct and sharp librational 
bands for bound water, significantly different than seen in 
ice Ih. Using these data, and by consideration of the 
crystal structure of dehydrated AlPO-14, we propose a 
model for the hydrated material in which the tightly 
bound water bridges pairs of Lewis acidic framework 
aluminums in a dense region of the structure, while 
loosely bound water resides in the pores of the solid [2].  

For a better understanding of the model, Fig. 1 shows 
part of the structure of calcined, dehydrated AlPO-14 (a 
projection along c–axis using the atomic coordinates of 
Broach et al.[1]) with free pore volume and the location of 
the bridging positions of water indicated.  

Further evidence for the presence of two distinct types 
of water in hydrated AlPO-14 is provided by HRMECS 
measurement. Figure 2 shows these data for ice Ih and for 
the hydrated AlPO-14. We note that the sharp libration 
peaks are actually seen in the region of 50-100 meV, 
despite the low resolution of these data in this spectral 
region. More importantly, these data reveal new 
information in the region around 400 meV. The peak 
centered at 406 meV (determined by Gaussian fitting, 
Figure 2c) in ice Ih is attributed to water O-H stretching 
modes [3]. It has previously been shown that this band is 
sensitive to the nature of intermolecular hydrogen 
bonding (for example, its position can vary between 
different polymorphs of ice [3], or with pressure [4]). For 
hydrated AlPO-14 this region of the spectrum is more 
complex than in ice Ih, and two Gaussians can be fitted at 
408 and 439 meV, Figure 2d. The former would suggest 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. IINS data from (a) ice Ih and (b) calcined, hydrated AlPO-14 measured using incident neutron 
energy of 600 meV on HRMECS. Gaussian deconvolutions are shown in c and d, respectively, where the 
fitting parameters are shown (points are the experimental data, and lines are the fitted curves). 

the presence  of   intermolecular    hydrogen   bonds  of  a 
strength similar to those seen in ice Ih, consistent with 
water present in the pores of the AlPO-14 structure, only 
weakly interacting with the inorganic framework, but 
themselves interconnected by hydrogen bonding. The 
latter suggests water that is more weakly hydrogen-
bonded, which is consistent with individual water 
molecules (i.e., not interconnected to neighboring water 
molecules by hydrogen bonding), coordinating to the 
Lewis acidic aluminums in the bridging sites and having 
weaker hydrogen bonding interactions with framework 
oxygens.  

The IINS data from our hydrated AlPO-14 are of much 
higher quality than those available in the literature for 
related systems and demonstrate the utility of the method 
in probing water confined in microporous solids. 
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facial water above and below the transition has 
been inferred from diffraction data (not shown, 7C2, 
LLB).  

At ambient pressure, bulk liquid water shows an 
anomalous increase of thermodynamic quantities and 
apparent divergences of dynamic properties on 
approaching a temperature Ts of 228 K. At normal 
pressure, supercooled water spontaneously freezes 
below the homogeneous nucleation temperature, TH = 
235 K. Upon heating, the two forms of Amorphous 
Solid Water (ASW), LDA (Low Density Amorphous 
Ice) and HDA (High Density Amorphous Ice), 
crystallise above TX = 150 K. As a consequence, up to 
now no experiment has been able to explore the 
properties of liquid water in this very interesting 
temperature range between 150 and 235 K. We present 
nanosecond-time-scale measurements of local 
rotational and translational dynamics of interfacial, 
non-crystalline water from 77 to 280 K. These 
experimental dynamic results are combined with 
calorimetric, diffraction and inelastic neutron scattering 
data to show that after exhibiting a glass transition at 
165 K, interfacial water experiences a first order liquid-
liquid transition at 240 K from a low density to a high 
density liquid. Here, using interfacial water as a model 
system, we show that such a liquid-liquid transition 
between a low and a high density form of liquid water 
is possible. 

 
Figure 1. Simplified phase diagram of water, showing 
the hypothetical 2nd critical point and the related 

hick dash line) between 
d a low density liquid (LDL)

INTRODUCTION 
This study is related to the tremendously active field 

of water dynamics and the debate on the hypothetical 
low temperature critical point of water at TS=228 K [1].  

A condition for the existence of this critical point is 
the presence of a first order transition between a High 
(HDL) and a Low Density Liquid (LDL), see dashed 
line in Fig. 1. At normal pressure, supercooled water 
spontaneously freezes below the homogeneous 
nucleation temperature, TH = 235 K. Upon heating, the 
two forms of amorphous solid water, LDA (Low 
Density Amorphous Ice) and HDA (High Density 
Amorphous Ice), crystallise above TX = 150 K. As a 
consequence, up to now no experiment has been able to 
explore the properties of liquid water in this very 
interesting temperature range between 150 and 235 K. 
The coexistence line has actually only been studied 
using the low temperature amorphous forms of the 
liquids: High Density Amorphous Ice and Low Density 
Amorphous Ice.  

We have been able to measure for the first time the 
dynamics of NON-crystalline water from 77 to 280 K 
and have accessed orient

namics of water on the
ilica glass.  

EXPERIMENTAL 

Sample preparation  
In our study, water is adsorbed as a monolayer on 

Vycor (Vycor brand porous glass n°7930 is a product 
of Corning Glass Works), a porous hydrophilic silica 
glass. A partially hydrated sample was prepared by 
absorption of water in the va
hydration correspondi

tained (25% hydration).  

Thermodynamics 
As shown by DSC (Fig. 2) this system experiences a 

significant phase transition at 240 K. Density change of 
the inter
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Figure 2. Thermograms (5 K/min) of a monolayer of 
water at the Vycor hydrophilic surface. Cooling and 
heating are indicated by arrows.  

Inelastic Neutron Scattering 
Using HRMECS (ANL/IPNS), we have been able to 

access over a very broad energy range ranging from 
150 to 500 meV, the intramolecular OH water 
stretching and HOH bending modes.  

 
Figure 3. Monolayer of water on Vycor high energy 
transfer (600 meV incident energy neutrons HRMECS, 
ANL/IPNS) vibrational density of states as function of 
temperature from 10 to 235 K; Dry Vycor not 
subtracted. The intramolecular HOH bending mode and 
intramolecular OH stretching are clearly detected at 
208 meV and 420 meV respectively. Ice-Ih signal is 
given for comparison.  

Compared to the same bands in Ice I-h, the 
interfacial water intramolecular excitations exhibit at 
all the temperatures a strong shift towards higher 
energy (420 meV in bulk and 425 meV interfacial). As 
shown by IR study of ice VII under pressure [2], a shift 
of the intramolecular stretching OH towards higher 
energy is expected to be correlated with a decrease of 
the H-bond strength. The HRMECS experiment leads 
to the conclusion that H-bond is weaker in interfacial 
water than in bulk water. 

 
Figure 4. Same as Fig. 3 but with 150 meV incident 
energy neutrons so as to accurately measure the 
intermolecular vibrational density of states in the 
70 meV range. Ice-Ih signal is given for comparison.  

The intermolecular librational band is strongly 
correlated to the level of disorder in the H-bond 
network. As compared to the steep rise of the 
librational band observed in hexagonal ice, the shape of 
this excitation observed with 150 meV incident neutron 
energy suggests some high degree of disorder of the 
interfacial water H-bond structure. As suggested by 
previous diffraction data, interfacial water is to be 
described as a glassy-like material. 

Quasi-elastic neutron scattering 
Incoherent quasi-elastic neutron scattering has been 

used to probe rotational and translational dynamics of 
the interfacial water as sensed by the water molecules 
hydrogen atoms. Measurements in the ns time range 
have been performed on IN16 backscattering (ILL) 
while measurements in the 15 ps time scale have been 
performed on QENS (ANL/IPNS).  

Based on incoherent neutron scattering data and 
subsequent CMD simulations, a picture of the short 
time (picosecond) local bulk water dynamics is 
available (Fig. 5). The rotational dynamic structure 
factor is given by: 
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A0(Q)=j0(QrOH)2 is the Elastic Incoherent Structure 
Factor of a hydrogen atom experiencing a rotation over 
the intramolecular OH distance, rOH (0.98 Å) with a 
correlation time τ1. If a molecule is not H-bonded to 
any other molecule, it diffuses freely with a 
translational diffusion coefficient Dt and the dynamic 
structure factor is: 
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This is obeyed until one or more H bonds are formed 
again. The molecule will remain on this “site” for a 
residence time τ0 (of the order of 1 ps at room 
temperature), before experiencing this cycle again.  

A key point is to keep in mind that any transition 
related to the water translational behavior has to be 
preceded by a transition related to the water rotational 
behaviour.  

 
Figure 5. A water molecule is hydrogen bonded on 
average to three or less neighboring molecules. If due 
to thermal energy, one hydrogen bond O---H-O moves 
apart from linearity by more than 25° the bond breaks. 
When three of the four H-bonds possibly engaged by a 
molecule are simultaneously broken, the molecule 
follows a rotational diffusive movement, characterized 
by a correlation time τ1, associated to the H-bond 
lifetime. 

If these rotational and translational dynamics are 
uncorrelated, the global dynamics of a single water 
molecule is described by the convolution of Eq.1 and 2: 

...),().(),( 0 += ωω QSQAQS transinc  

),(),())(1( 0 ωω QLQSQA RotTrans ⊗−  (3) 

(3) 

 
While a detailed line-shape analysis makes it 

possible to extract all the parameters of the above 
equation, due to the limited neutron flux on such a high 
resolution instrument as IN16, such a detailed analysis 
can only be made at a few temperatures.  

A wider temperature range can be explored using an 
“elastic scan” [3]. Fig. 6 shows selected normalised 
curves ln(S(Q, ω=0)) vs Q2 at various temperatures. 
The mean square displacements deduced from the low 
[0.1 Å-1-1.0 Å-1] and high Q ranges [1.1 Å-1-1.9 Å-1], 
denoted <u2>Trans and <u2>Rot, are associated with the 
long range translational diffusion and local rotational 
dynamics, respectively (Fig. 7). 
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Figure 6. Normalized ln S(Q, ω=0) vs Q2 at selected 
temperatures in the range 77 - 280 K (IN16, ILL). At 
high temperature, two distinct linear regions may 
clearly be defined.  

 
Figure 7. Integrated intensity of both terms of Eq. 3. 
The translational and rotational contributions to the 
scattered intensity are strongly Q dependent, making it 
possible to discriminate between them. From the data 
in the low Q range [0.1Å-1-1.0Å-1] of Fig. 6, we extract 
a first characteristic mean square displacement, 
<u2>Trans, related to the water molecule long range 
diffusion. From the data in the higher Q range [1.1 Å-1-
1.9 Å-1] we define <u2>Rot, a mean square displacement 
related to the local molecular reorientations. 

We show that on a timescale of 1 nanosecond: 
(i) <u >  significantly increases above 150 K 

(Fig. 8a). This is the onset of rotational dynamics o
2

Rot
f the 

water molecules (glass transition for rotational 
dynamics to be related to Tx in Fig. 1). 



(ii) Below 165 K, interfacial water is a low density 
amorphous material (Q0=Q0

LDA =1.71 Å-1, Q0 is the 
first peak in S(Q)) showing no long range translational 
dynamics (<u2>Trans≈0, Fig. 8b). Above 165 K, no 
change is observed in water density (not shown) but 
translational dynamics becomes possible on a 1 
nanosecond timescale, as shown by the <u2>Trans non 
null value. This is a clear signature of a glass transition 
at 165 K (Fig. 8b). 
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Figure 8. Temperature dependence of rotational and 
translational mean-square displacements of interfacial 
water <u >  (a) and <u >  (b) have been extracted 
from the two Q ranges defined in Fig. 6. Inset: lower 
resolution (shorter times) experiment (QENS, 
ANL/IPNS) confirming the saturation effect observed 
on IN16 due to the “high density” water fast dynamics 
above 240 K. The different transitions (see text) 
detected in water rotational (a) and translational (b)

2
Rot

2
Trans

 
behaviours are noted by red dash lines. As expected in 
water, where translational dynamics is driven by 
hydrogen bond life time (i.e. rotational behavior, see 
Fig. 5), any transition in the long range translational 
behavior is preceded by a transition in the water 
molecules rotational behavior. 

(iii) At 240 K, this Low Density Liquid (LDL) 
experiences a transition to a High Density Liquid, HDL 

(Q0=1.86 Å-1) [4] and rotational and translational 
correlation times related to <u2>Trans and <u2>Rot 
significantly decrease leading to a “saturation” of the 
signal on IN16 (Fig. 8). An experiment at lower 
resolution i.e. shorter time (QENS, ANL/IPNS) 
actually shows that <u2>Rot increases (Inset Fig. 8) 
above 220 K therefore confirming this “saturation” 
effect. 

The existence of a liquid-liquid transition is a key 
element in discriminating between the different 
scenarios proposed for the peculiar properties of liquid 
water. In spite of strong similarities between interfacial 
water and bulk water (structure, calorimetric Tg = 
165 K) the extrapolation of the interfacial water 240 K 
liquid-liquid transition to the existence of a liquid-
liquid transition in bulk liquid water would be 
speculative. Nevertheless, the evidences presented here 
of a liquid-liquid transition involving water is a real 
breakthrough and is of general interest. Beyond the 
fundamental interest above, the finding of liquid water 
at temperatures as low as 165 K is relevant to fields as 
different as material science (cement technology, 
nuclear waste confining materials, geology) and 
biology (dynamics of hydration water). 
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Bone is a nanocomposite whose principal 
components are collagen (a fibrous protein) and the 
mineral apatite. Bone apatites are nanocrystals, 
extremely small compared to the macro-sized crystals 
of synthetic apatites, and, as a result of their size, poor 
crystal perfection, and ion substitutions, the bone 
crystals generate very poor x-ray diffraction patterns, 
preventing determination of their exact atomic lattice 
structure. In addition, bone apatite crystals, which are 
calcium deficient, contain ion substitutions by CO3 and 
HPO4 groups. Further, a significant proportion of the 
CO3 and HPO4 groups which substitute for PO4 and 
OH groups (if present) occur both in these lattice 
positions or on the surface. Surface ions would be 
functionally quite different from the CO3 and HPO4 
groups within the lattice positions and presumably have 
an altered exchange rate with similar ions from solution 
and therefore an altered ability to participate in some of 
the physiological functions of bone, such as growth and 
remodeling and ion homeostasis. The goal of our 
present experiments is to determine to what extent OH 
groups occur in bone apatite in lattice positions which 
are equivalent to those in standard hydroxyapatite 
and/or in positions on the  surface of the crystals. It can  

 

be seen from our recent determination of the 
dimensions of bone apatite crystals [1] that surface 
positions constitute a high percentage of the total 
material. 

Our initial neutron scattering studies were done 
using bone mineral crystals which had been 
isolated by removal of the collagen matrix by 
plasma ashing [2]. We later repeated this 
determination for crystals isolated by hydrazine 
treatment, in response to work by Taylor et al., 
who reported significant hydroxyl levels in bone 
crystals isolated by this method [3]. In both cases, 
our finding was of very low or absent levels of 
hydroxyl ions in bone mineral. More recently, our 
data demonstrates that quantitation of hydroxyl in 
bone powder using the ~85 meV OH libration 
peak is highly problematic due to the overlap of 
this peak with that due to loosely bound water. 
Fig. 1 shows turkey and bovine bone samples 
with and without prior exposure to high vacuum 
for one hour immediately prior to analysis. Thus, 
the OH stretch peak at ~445 meV found in 
hydroxyapatite (Fig. 2) is far more informative 
for this purpose. 
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Figure 1. INS spectra for turkey and bovine bone samples with and without 
prior exposure to high vacuum for one hour immediately prior to analysis. 
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Figure 2. INS spectra for baseline apatite and poorly crystalline apatite samples. 

 
The direction of our work on the OH content of 
bone mineral was influenced by publication of 
data from 2D solid-state 1H-31P heteronuclear 
correlation NMR spectroscopy [4]. Our results are 
apparently inconsistent with the estimate of Cho 
et al. that bone apatite contains 20% of the 
amount of hydroxyl groups found in 
stoichiometric hydroxyapatite, although these 
authors stress the difficulties involved in 
quantitation by this technique. We have arranged 
with this group and others to correlate the results 
of several analytical methods in a systematic 
approach to resolving the apparently inconsistent 
reports concerning levels of OH groups in bone 
mineral, and the possible effects of animal age, animal 
species, and sample preparation. In collaboration 
with Jerome Ackerman and colleagues at the 
NMR Center at Massachusetts General Hospital 
and Christian Rey and coworkers at Centre 
Interuniversitaire de Recherche et D’Ingenierie des 
Materiaux, Institut National Polytechnique de 
Toulouse, we are obtaining directly comparable 
results from analyses by 2D NMR, FTIR, UV 
Raman, and inelastic neutron scattering of whole 
bone samples, isolated bone crystals, and 
synthetic mineral standards. In every case, the 
samples are from the same source to control for 
any variations due to biological origin or methods 
of preparation or storage.  

We are also preparing synthetic nanocrystalline 
apatite of varying hydroxyl content by a method that 
has shown, in our recent unpublished results, 
progressively increasing hydroxyl content by 
quantitative Raman spectroscopy [5]. Two of these 
samples are shown in Fig. 2. Minimal hydroxyl content 
is shown in the “baseline” sample (red), as indicated by 
the absence of detectable OH stretch at 445 meV. A 
partially hydroxylated sample is also shown (blue). It 
will thus be possible to prepare a “standard curve” of 
calibrated, increasingly hydroxylated apatite samples 
for comparison with bone. Larger amounts of these 
samples are currently in preparation for hydroxyl 
quantitation by FTIR, Raman, and 2D NMR 
spectroscopy to correlate with neutron scattering 
results.  
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Lattice vibrations in crystals are generally described as 
plane waves with vibrational frequencies determined by 
fixed interatomic potentials. Recent experiments on α-
uranium, however, are showing that these notions do not 
always apply. First, a large softening of phonon density of 
states (DOS) has been attributed to thermal changes in the 
electronic structure, defying the notion of a fixed 
interatomic potential [1]. Second, evidence shows that 
significant quantities of intrinsically localized vibrational 
modes form at high temperatures [2], defying the plane-
wave notion. Another common belief is that trace amounts 
of impurities do not affect the phonon DOS. By contrast, 
as little as 0.4 atomic-percent carbon dissolved in uranium 
causes a significant stiffening of the phonon DOS [3]. The 
present article is aimed at summarizing these surprising 
results as well as some of their implications.  

NON-LINEARITY 
Here, the term non-linearity refers to a situation where 

small perturbations cause large shifts in the excitation 
spectrum. By this definition the phonons in α-uranium are 
clearly non-linear, as shown in Figure 1 the phonon DOS 
softens considerably with small temperature changes. 
Although thermal softening is an expected consequence of 
anharmonicity, α-uranium is unusual in that it does not 
show behavior typically associated with a strongly 
anharmonic solid. First, the elastic energy of expansion 
can only account for about 10% of the observed softening 
[1]. Second, the power-spectrum derived energy exhibits 
linear scaling with temperature, behavior consistent with 
classical harmonic vibrations [1]. Finally, the features in 
the phonon DOS appear to sharpen with increasing 
temperature, the opposite of what is expected from 
anharmonic lifetime broadening. Based on these 
observations it has been concluded that the phonon 
softening originates with intrinsic temperature 
dependence in the inter-atomic forces. By extension it has 
been argued that the softening originates with thermal 
changes in the electronic structure [1].  

The nature of the non-linearity in the lattice dynamics 
of α-uranium is clearly unconventional; the usual effects 
associated with phonon softening are not observed. There 
is, however, another way non-linearity might appear. Non-
linear dynamics can lead to the formation of spatially 
localized dynamical modes [4].  

 

 

Figure 1: Phonon density of states of a-uranium at 
several temperatures. High temperature data were 
collected on the FCS spectrometer at NIST. Low-
temperature data were collected on the LRMECS 
spectrometer at IPNS [1].  

  INTRINSICALLY LOCALIZED MODES 
Recent measurements using both inelastic x-ray 

scattering (IXS) and inelastic neutron scattering (INS) 
have revealed that at least some of the phonon softening 
in α-uranium is associated with a new mode forming [2]. 
Figure 2 shows how the new 14.3 meV mode appears at 
high temperatures at a Q-position on the [01ζ] zone 
boundary. Also appearing in Figure 2, a phonon branch 
that sits just below the new mode energy softens with its 
formation. A more detailed view of the dispersion curves 
(not shown here) indicates that other branches also soften, 



but mainly along the zone boundary [2], and also that 
intensity is lost in the [00ζ] longitudinal optic phonon 
branch [2].  

 

 
Reference [2] provides detailed arguments supporting 

the hypothesis that the new mode shown in Figure 2 is an 
intrinsically localized vibration [4]. In summary, the five 
main points are: 

(1)   The extra modes form without a long-range 
crystal structure change, indicating that the 
required symmetry breaking must be local;  

(2) The new modes appear confined to a zone 
boundary, implying that its spatial periodicity 
does not extend much beyond the lattice spacing;  

(3) The movements of defects involved in plastic 
deformation are impeded by the new modes while 
the long-range elastic moduli are not affected;  

(4) The mode forms in the presence of a strong non-
linearity in the dynamical behavior; 

(5) An excess in the heat capacity is found to be 
consistent with the configurational entropy of 
having randomly distributed intrinsically 
localized modes on the lattice. 

Many of the effects of the local mode resemble the 
effects of adding impurities; a reduction in mechanical 
ductility and the appearance of mixing entropy [2]. This is 
because, much like impurities, local modes are 
distinguishable within the crystal and they have associated 
strain fields. In light of these observations we now turn to 
the effects of real impurities on the lattice dynamics of 
uranium. 

IMPURITY STIFFENING 
Impurity effects were investigated by measuring the 

phonon DOS on pure uranium and solutions U-0.4% C, 
U-1.5% Si, and U-0.91% Fe (atomic) using the LRMECS 

instrument at IPNS. While all solutes caused a stiffening 
of the phonons, carbon had the largest per atom effect [3]. 
Figure 3 shows that the phonon DOS is both stiffened and 
sharpened by adding just one carbon for every 250 
uranium atoms (0.4 atomic %). The magnitudes of the 
changes were too large to be explained in terms of short-
range force constant models. It has been suggested that 
the stiffening may originate with impurity pinning of 
collective modes associated with α-uranium’s charge 
density wave transitions [3]. Briefly, charge that was 
coupled to the phonons is partially localized at impurity 
sites. The subsequent decoupling leads to both a 
sharpening and a stiffening of the phonons. 

 

Figure 2: Data showing a new mode emerge near 14 
meV at high temperature, together with the softening of 
the mode at about 11 meV. Data are offset for clarity. 
The scattering vector, Q, is in the b-c plane. The 
phonon wave vector, q, is at a zone boundary. Data was 
collected using the at the HFIR facility of Oak Ridge 
National Laboratory [2]. 

 
While the origin of the large impurity effect remains 

controversial, the thermodynamic implication is clear. The 
stiffening for carbon decreases the vibrational entropy by 
an amount that is four times the configurational entropy 
increase. The mixing entropy is not only negative but is 
dominated by vibrations [3]. 

Figure 3: Phonon DOS measured on pure U and U-
0.4% C (atomic) using the LRMECS spectrometer at 
IPNS [3].  

CONCLUSION 
Neutron scattering measurements are revealing a 

surprising assortment of exotic dynamical phenomena in 
uranium, forcing us to rethink our basic understanding of 
phonon physics as well as a number of related problems 
including thermodynamic stability and mechanical 
deformation.  
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The problem of hydrogen storage for mobile 
applications represents a critical step on the road towards 
realization of a “Hydrogen Economy” and is widely 
viewed as requiring a fundamental breakthrough in 
materials research rather than an incremental 
improvement of known technologies [1]. A wide range of 
solid materials is being examined for their ability to take 
up and release the required large amounts of hydrogen. 
These range from metals or alloys that dissociate H2 upon 
adsorption and form solid solutions or compounds, 
chemical compounds with very high hydrogen content 
(such as aminoborane) where the release of hydrogen 
requires a chemical reaction, to highly porous materials 
which physisorb molecular hydrogen within their cavities. 
Each class has its own merits and deficiencies, yet neither 
has given rise to a material that comes even close to 
satisfying the many criteria delineated by the United 
States Department of Energy and other national energy 
agencies [2]. 

Storage of hydrogen by adsorption in porous materials 
is in principle very attractive because of the very 
favorable kinetics for uptake and release. However, the 
materials must have surface areas of at least 3000m2/g 
and bind hydrogen much more strongly than the weak 
physisorption on carbons, for example, in order to store  

 
 
the necessary amount of hydrogen at room temperature 

under acceptable pressures. Among the subset of highly 
porous materials, metal-organic frameworks (MOFs) have 
been identified as potential candidates for this role 
because of their very large capacities for binding 
hydrogen, albeit at 77K. Frameworks built from the 
linking of octahedral Zn4O(CO2―)6 clusters with 
polyaromatic moieties have been shown to have some of 
the highest porosities known, and we therefore wish to 
determine if hydrogen binding in these materials is 
sufficiently strong to reduce operating pressures at room 
temperature appreciably from that of the compressed H2 
gas.  

Our investigation of hydrogen sorption in these 
materials [3,4] benefits from the fact that the structures of 
these compounds are well defined, which makes it 
possible, for example, to relate bulk adsorption 
measurements to structural features that may be 
responsible for enhanced hydrogen uptake. The 
experimental method, which is by far the most sensitive 
to the chemical environment of adsorbed H2 is inelastic 
neutron scattering (INS) spectroscopy of the hindered 
rotational transitions of the adsorbed H2 molecules.  

  

 

 
 

Figure 1. Some of the metal-organic frameworks analyzed in this study. These are members of a group of MOF’s 
constructed by linking octahedral Zn4O(CO2―)6 secondary building units with polyaromatic moieties. Included are 
IRMOF-1 constructed with benzene-1,4-dicarboxylate (BDC), IRMOF-8 from naphthalene-2,6-dicarboxylate (NDC), 
IRMOF-11 from 4,5,9,10-tetrahydropyrene-2,7-dicarboxylate (HPDC), and MOF-177 from fully deprotonated 1,3,5-
tris(4-carboxyphenyl)benzene (= “benzene-1,3,5-tribenzoate”, BTB).  



 
The INS spectra of adsorbed H2 consist of one set of 

transitions for the hindered rotor for each binding site. 
These are interpreted in terms of a  model for H2 rotations 
with two angular degrees of freedom in a double-
minimum potential to extract the height of the barrier to 
rotation. The extraordinary sensitivity of these 
measurements is based on the fact the lowest (0-1) and 
most prominent transition energy depends exponentially 
on this barrier height. The rotational energy levels of the 
free hydrogen molecule are given by BJ(J +1), where B is 
the rotational constant (taken to be 7.35 meV) and J the 
rotational quantum number. Application of a barrier to 
rotation drastically changes these level spacings.  

 

 
 

 
 
 
Figure 2. (a) Hydrogen adsorption isotherms [5] 

measured at 77 K for the MOFs analyzed in this study. 
Adsorption points shown as filled circles, desorption 
points as open circles . (b) Inelastic neutron scattering 
spectra (T=15K; QENS spectrometer at IPNS) [4] for 
each material loaded with 4 H2 per formula unit. The two 
0-1 transitions originally assigned to sites I and II in 
IRMOF-1 are labeled. Spectra are vertically offset for 
comparison purposes, the error bars shown are 
representative of all spectra. 

Assignment of the INS spectra [3,4] shown in Fig. 2b for 
the four Zn4OLx based MOF’s (Fig. 1) suggests that the 
favored binding site for H2 is in the corner pocket of the 
Zn cluster (I), and that many secondary binding sites (II) 
exist around this cluster and the organic link. Hydrogen is 
found to bind more strongly than in carbons on all sites in 
all these compounds  

Although the materials studied here are chemically very 
similar, their capacities for hydrogen adsorption are rather 
different. This is apparent when the adsorption isotherms 
[5] are normalized per formula unit, as shown in Figure 
2a. While it is clear that the organic links play important 
roles in defining pore sizes and providing organic 
adsorptive sites, they also alter the interaction of H2 with 
the cluster due to differences in their electronic structures. 
This is demonstrated by comparing the INS spectrum of 
each material at a loading of 4 H2 molecules per Zn4OLx 
formula unit (Figure 2b) which nominally saturates the 
cluster binding sites (I). Pronounced frequency shifts are 
evident for those sites as well as others in going from one 
material to another, and these variations may then be 
attributed to the interplay between the Zn cluster and the 
organic link. 

Interaction of hydrogen with these host materials is, 
however, not nearly as strong as would be required for 
room temperature use as hydrogen storage materials. For 
example, the capacity in MOF-5 is only about 0.5 wt % at 
10 atm and room temperatures. Considerable progress 
may be possible with the use of charged frameworks as 
can be illustrated by a comparison of hydrogen binding in 
a zeolite and a MOF both containing Cu.  INS spectra of 
H2 adsorbed at the divalent, extraframework Cu2+ cation 
in zeolite A (Fig. 3) and at the Cu cluster of neutral 
framework in Cu-BTC [6] (Fig. 4) show rotational bands 
near 3 meV, and 9 meV, respectively, that may be 
assigned to sorption at or near Cu.  Peaks at higher 
frequencies in Cu-BTC are again associated with binding 
sites around the 

 

 
 

Figure 3.  INS spectrum of 1 and 2 Hydrogen molecules 
per supercage in CuNaA ( T = 15 K) collected on the 
QENS spectrometer at IPNS 

 
organic link. Comparison of these results shows that 
interaction of hydrogen with cationic Cu is considerably 



stronger than that with the Cu cluster in Cu-BTC. In fact, 
we consistently find that mean of the  

 

 
Figure 4.  INS spectrum of Hydrogen in Cu-BTC (T = 15 
K) as a function of loading collected on the QENS 
spectrometer at IPNS.  
 
 
rotational bands from adsorbed hydrogen in zeolites is 
considerably lower than that in MOF’s. This suggests that 
the interaction of hydrogen with the electrostatic field in 
the zeolite cavity (resulting from the charged framework) 
as well as the presence of the extra-framework cations 
significantly enhances the binding of hydrogen in such a 
material. 
 
 

 
 
 

 
Figure 5. Structure of the Ni phosphate VSB-5 (left). Ni 
octahedra are shown in green, phosphate tetrahedral in 
purple. One water ligand per Ni can be removed by 
evacuation to 325 C to create an unsaturated Ni binding 
site. [9]. 
 
Molecular chemisorption of hydrogen at unsaturated 
metal binding sites would constitute an even more 
significant improvement in hydrogen binding in porous 
materials, and still preserve the favorable 
adsorption/desorption kinetics of a sorption-based 
hydrogen storage system.  Formation of such metal 

dihydrogen complexes was first demonstrated for 
organometallic compounds by Kubas et al. [7] and was 
first reported by us [8] to also be possible in porous 
materials. More recently, we found that in the nanoporous 
Ni phosphate VSB-5 (Fig. 5) a vacant coordination site at 
the Ni can be produced by dehydration at 325 C, and that 
this site strongly binds [9] hydrogen in molecular form 
(Fig. 6). 
 

 

 
 
Figure 6.  INS spectrum of H2 in VSB-5 obtained on the 
QENS spectrometer at IPNS. The peak at 1.5 meV is 
attributed to molecularly chemisorbed H2 at the vacant Ni 
binding site [9]. 

 
This approach may be the key to the use of porous 

materials for hydrogen storage provided that new 
materials can be synthesized with a much larger number 
of unsaturated metal binding sites as well as higher 
surface area. As this may only be possible with transition 
metals it will be necessary to bind multiple dihydrogen 
ligands at such sites in order to achieve prescribed 
gravimetric capacity goals. The existence of such 
compounds has been theoretically demonstrated and 
observed in organometallic systems.  
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Introduction 

INS began operation in 1980 and is one of the 
oldest spallation neutron source facilities in the world.  
Much of the technology used for the original data 
acquisition system (DAS) is now obsolete and 
replacement parts are unavailable.  In addition, the 
software written for collection and reduction of the 
data was written in Fortran 77 and used features 
specific to DEC VAX computers for data collection 
and analysis.   

The original DAS hardware communicated 
through proprietary DEC Qbus protocols, requiring 
computer control systems supporting the Qbus, and 
preventing us from easily moving to newer 
technology in computer hardware and software. 

Because of the obsolete technology used for the 
IPNS DAS, an IPNS DAS/Instrument upgrade project 
was started in 1996 which is allowing us to replace 
aging components and eliminate dependence on VAX 
computers and old interfaces.  Due to limited staff and 
budget and coupling of DAS replacement with 
instrument expansions, completion of all the upgrades 
is taking several years.  We have now reached the 
point where more than half of the instruments have 
been upgraded to the new system and are using new 
software for instrument control, data acquisition, and 
data analysis. 

 
Instrument DAS Upgrade Software used 
HRMECS Completed 1998 ISAW 
SCD Completed 2003 ISAW + GSAS 
SAND Completed 2003 ISAW + Igor Pro 
SAD/SASI Completed 2004 ISAW + Igor Pro 
GPPD Completed 2004 ISAW + GSAS 
HIPD Completed 2004 ISAW + GSAS 
SEPD Completed 2005 ISAW + GSAS 
POSY1 Scheduled 2006 IDL-based 
POSY2 Scheduled 2006 IDL-based 
GLAD Partial 2006 ISAW 

 

HRMECS, HIPD, SCD, SAND, SASI, GPPD, and 
SEPD have received upgrades in both hardware and 
software.  On GLAD, only the software has been 
upgraded, but the software upgrade has produced a 
factor of two improvement in data quality, which 
permits a significant extension of the usable Q range.  

The improvement in data quality comes from an 
increase in signal to noise ratio due to finer grained 
summation of spectra with proper weighting [1].  The 
GLAD hardware upgrade will be done as soon as 
budget permits and is expected to further improve the 
data.  We also expect to upgrade POSY1 this year. 

The new DAS hardware [2] is based on open 
standards such as Ethernet, VME, and VXI, and uses 
standard Intel-based computing hardware running 
Linux.  Data collection and Ancillary equipment 
control is based on the Experimental Physics 
Industrial Control System, EPICS [3]. 

The software upgrades involve conversion to a 
new Java-based data reduction, visualization, and 
analysis software package called the Integrated 
Spectral Analysis Workbench, ISAW [4].  Java 
facilitates the use of the software on different 
computing platforms and ensures ease of use and 
distribution for many years to come. 

Instrument Upgrades 

The High Resolution Medium Energy Chopper 
Spectrometer, HRMECS, was the first IPNS 
instrument to be upgraded with a new DAS and new 
software.  Upgrades included the reconfiguration of 
the high-angle detector banks, addition of LPSDs at 
small angles (-20° to 20°) for better Q-resolution and 
replacement of detector and data-acquisition 

Figure 2 The SAND wedge viewer with two selected 
wedge regions. 



 

electronics, leading to significant improvements in 
signal-to-noise ratio and operational flexibilities.  The 
chopper spectrometer data reduction and analysis 
routines were ported to Java to take advantage of the 
ISAW visualization and data reduction tools [5]. 

The Single Crystal Diffractometer, SCD, has been 
upgraded to include expanded detector coverage and 
improved spatial resolution, resulting in an increase of 
two in data rate.  A new feature added to ISAW for 
SCD analysis was form-based wizards for data 
reduction and analysis.  The two SCD wizards used 
are the Initial Peaks Wizard which produces a crystal 

orientation matrix and the Daily Peaks Wizard which 
takes advantage of the orientation matrix and finds, 
indexes and fits all diffraction peaks for each crystal 
setting [6].  For more details on the SCD upgrade, see 
the article by A. J. Schultz et al. [7]. 

Replacement of the DAS electronics on SAND has 
allowed higher resolution data collection.  The 
addition of a beam stop monitor has enabled the 
concurrent collection of scattering and transmission 
run data, reducing data collection time requirements.  
Since the new DAS systems are based on Linux, the 
old VAX-based data reduction routines for SAND and 
SAD would no longer work once the instruments 
were upgraded.  All SAND data reduction is now 
done through ISAW scripts which simplifies and 
enhances the user experience.  A new ISAW data 
viewer was developed for SAND which allows 
selection and integration of wedge, double-wedge, or 
annular regions of the area detector. 

The detector upgrade on SASI (previously SAD) 
has resulted in a wider Q-range and higher data rates.  
It has better spatial resolution (about 3mm) and lower 
gamma efficiency, which allows for optimal 
discrimination.  The detector size has increased from 
a 20X20 area to 50X50.  These improvements 
produce an overall factor of 8-12 reduction in data 
collection time.  These improvements would not have 
been possible without the new DAS which can handle 
much higher data rates. 

The General Purpose Powder Diffractometer 
(GPPD) upgrade included adding neutron guides to 
increase intensity, and increasing the initial flight path 
to increase resolution.  We also added more position-
sensitive detectors for improved measurements at low 
Q.  The longer flight path caused frame overlap and 
motivated us to add a frame overlap chopper to 
eliminate very high Q data and allow a clear view of 
the low Q data.  A time shift operator was added to 
ISAW to shift the overlapped data to its proper time 
range. 

The Special Environment Powder Diffractometer, 
SEPD, was upgraded after GPPD.  Although the two 
instruments are very similar, we developed new 
logarithmic time binning methods for SEPD.  New 
scripts and operators were also developed to calibrate 
SEPD using individual peak fitting instead of Rietveld 
refinements on the spectrum from each detector 
segment.  This greatly reduced the time needed to 
complete a calibration.  

General ISAW Software Improvements 

Many of the improvements to ISAW in the last few 
years have been made to meet the needs of specific 
instruments.  In addition, the ISAW infrastructure has 
continued to improve and become more modular.  
Some changes are being made to facilitate the use of 
ISAW at other facilities, such as LANSCE, which do 
not store their data and metadata in the same way as 
IPNS does.  The original ISAW viewers were 
designed around “DataSets” which are “heavy 
weight” objects.  We subsequently recognized the 
need to have lower level view components that could 
be combined in various ways to make complete data 
viewers.  We have developed several new viewer 
components which can visualize simple arrays.  We 
have also developed some auxiliary routines to 
retrieve needed metadata from facility and 
instrument-specific files at IPNS and LANSCE. 

The simplest way for scientists to access and 
extend the power of ISAW is to write scripts and 
operators, and allow automation of procedures for 
processing large numbers of files.  It is also possible 
to convert a set of scripts into a wizard with several 

Figure 1 Form 1 of the SCD Initial Peaks Wizard 



 

forms which may be filled out by the user to process 
the data.  Wizards allow stepping forward or 
backwards through the set of input forms. 

For data types supported by the ISAW scripting 
language, a graphical user interface element will be 
automatically generated for each parameter when the 
script is run.  For instance, if an input parameter is 
specified as one of the supported file types, the dialog 
box generated by the command interpreter will 
include a browse button for that parameter. 

A recently developed tool to generate operators 
from public static Java methods should make it much 
easier for users or developers to add new functionality 
to ISAW.  The operator generator tool will 
automatically generate the code which will allow the 
new method to be integrated with ISAW and be 
accessible from the ISAW menus and script language.  
Help documentation entered in the forms for this tool 
will be accessible through the ISAW help menus. 
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Figure 3.  Reverse gray image view of GPPD data after 
increasing flight path and before correcting for frame 
overlap.   Each row of pixels represents the data from 
one detector segment.  The white horizontal lines 
represent dead pixels.  Peaks due to frame overlap, 
such as the one under the cross hairs, need to be shifted 
one pulse period. 
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Accelerator Description 

The IPNS accelerator system consists of an H- ion 
source, a Cockcroft-Walton preaccelerator, a 50 MeV 
Alvarez linac, a 450 MeV Rapid Cycling Synchrotron 
(RCS), transport lines and ancillary subsystems (controls, 
diagnostics, services).  Figure 1 shows the layout of the 
IPNS accelerator, including linac, RCS and spallation 
target. 

The accelerator normally operates at an average beam 
current of 14 to 15 uA, delivering pulses of approximately 
3 x 1012 protons at 450 MeV to the target, 30 times per 
second.  The preaccelerator and linac centered service in 

1961 and served as the injector to the 12.5 GeV Zero 
Gradient Synchrotron (ZGS) high-energy physics 
accelerator until it was shut down in 1979.  The RCS was 
developed and constructed in the mid 1970's as a 
proposed booster for the ZGS.  However, with shutdown 
of the ZGS imminent, these plans were dropped and 
instead the RCS was used initially (1977-1980) to provide 
beam to the ZING experimental target and in 1981, began 
providing beam to the present IPNS target.  In the 25 
years since IPNS began operation, over 8.7 billion pulses 
have been delivered to the target. 

 
 

 
The Ion Source and Preaccelerator 

The H- ion source and associated equipment are housed 
in the terminal of a 750 kV Cockcroft-Walton 
preaccelerator (Fig. 2).  The H- ion source is a magnetron 
type in which negative ions are extracted directly from the 
hydrogen plasma on the surface of the source cathode.  
The extractor electrode and magnet poles are at terminal 
ground potential and the source itself, including the 
pulsed arc supply, pulsed hydrogen gas supply, and 
cesium supply (cesium greatly increases the H- 
generation) are pulsed to a negative 20 kV potential.  The 
H- beam is extracted, bent 90o (to remove electrons from 

the H- beam) by a magnetic dipole, focused by a set of 
three quadrupole magnets and injected into the high-
voltage column of the preaccelerator.  The preaccelerator 
produces approximately 30 mA, 750 keV, 70 
microsecond pulses at a repetition rate of up to 30 Hz. 

The Low-Energy Beam Transport System 
(LEBT) 

The LEBT is a 4-m line between the preaccelerator and 
the linac. It contains quadrupole magnets to confine the  
beam and focus it into the linac, two steering magnets, a  

Figure1. Layout of the IPNS accelerator 



Figure 2.  The Cockcroft-Walton generator and 750 kV 
ion-source terminal. 

200-MHz single-gap buncher caity to improve the capture 
in the linac, a beam chopper to establish the beam rate, 
beam diagnostics, and a beam stop (Faraday cup)  

The Linac 
The linac (Fig. 3) is a copper-clad-steel structure 0.94 

m (37 in.) in diameter and 33.5 m (110 ft) long. Along 
with the preaccelerator and LEBT, it was originally 
commissioned in 1962 and provided beam for the ZGS 
accelerator until that facility’s shutdown in October 1979. 
(Its lineage can actually be traced back even further, 
because the copper-clad steel was some of that produced 
in the early 1950s for the then-top-secret MTA accelerator 
at Livermore.) The linac was constructed in seven 
sections, which are bolted together. It contains 124 drift 
tubes, each with a dc quadrupole magnet. The magnets 
are divided into 12 series groups and powered by 12 dc 
power supplies, located on the service floor. 
Transistorized shunts are attached to each of the first 58 
magnets, allowing remote control of individual magnets. 
Nominal vacuum level in the linac is 2-3 x 10-7 torr, 
maintained by four ion, one turbo-molecular and five cryo 
pumps. The linac is water-cooled with a closed-loop 
system, which is temperature-regulated to within 0.2°F to 
keep the cavity tuned during normal operation to 200.070 
MHz ± 1 kHz. The 200-MHz pulsed rf power is obtained 
from a four-stage amplifier; the output stage is a 7835 
triode with a normal operating level of 3 MW and a peak-
power rating of  5 MW. The 50-MeV beam exiting from 
the linac is about 1 cm in diameter and the current during 
the 70-µs pulse is about 10 mA. 

 

Figure 3.  200 MHz Alvarez linac that accelerates the H- 
beam to 50 MeV. 

The 50-MeV Transport Line 
The 50-MeV beamline transports the H- beam from the 

high-energy end of the linac approximately 38 m (125 ft) 
to the RCS accelerator. Beam steering and focusing is 
provided by a total of eight horizontal and two vertical 
dipole magnets and 16 quadrupole magnets. To avoid 
excessive gas stripping of the H- beam, the vacuum level 
in the 50-MeV line is kept below 2 x 10-6  torr.  About 
midway along this beamline, there is a target station 
where special targets are irradiated to produce short-lived 
isotopes for subsequent acceleration and physics studies 
in the ATLAS accelerator, an important physics facility 
here at ANL. 

The Rapid Cycling Synchrotron (RCS) 
The RCS was originally designed as a booster for the 

12.5-GeV ZGS high-energy physics accelerator, the intent 
being to provide increased ZGS beam intensity by 
injecting higher-energy (boosted) particles and taking 
advantage of the higher space-charge limit that would 
result. However, since the ZGS could only accept 8 pulses 
every 4 seconds, 90% of the beam from the RCS would 
have been available for other uses — specifically, for a 
pulsed neutron source. Although a 300-MeV beam was 
extracted toward the ZGS from the RCS in 1977 (two 
years before the termination of the ZGS program), it was 
stopped at the ZING experimental target and never 
injected into the ZGS because, with shutdown imminent,  
priority was given to exploiting ZGS’s uniqueness as the 
world’s only producer of high-energy polarized proton 
beams. 

 



Over the next four years, the IPNS accelerator took on 
much of its present form. The extraction point from the 
RCS was moved to permit beam delivery to the present 
IPNS target location, and improvements were made to 
injection and extraction regions. The kicker magnet 
system, ac and dc septum magnet systems, and the 
extraction beamline were completed. By May 1981, the 
RCS was delivering 10-µA pulses at 300 MeV or 4.5-µA 
pulses at 400 MeV to the new neutron Radiation Effects 
Facility (REF) target. 

The RCS is a strong-focusing, combined-function 
synchrotron. It is a six-period machine with a magnet 
structure of DOOFDFO and a circumference of 42.95 m. 
The ring magnets, part of a biased 30-Hz resonant circuit 
driven from twin solid-state power supplies, generates a 
magnetic field from 0.28 to 1.0 Tesla so that the beam 
orbital radius remains constant during the acceleration 
from 50 to the design maximum of 500 MeV. Two pairs 
of sextupole magnets, powered by 30-Hz programmable 
power supplies, provide betatron tune correction and 
manipulation. 

H- stripping injection, pioneered on the Booster I 
experiment for the ZGS, is accomplished on the RCS with 
a carbon stripper foil located on the inside radius of a long 
straight section (L-1) outside the limit of the circulating 
proton beam. The equilibrium orbit is deformed in the 
injection region into the foil by a series of three small, 
pulsed “bumper” magnets. The H- beam is injected 
through a singlet ring magnet so that at the stripper foil, 
its path matches the deformed orbit. During injection, the 
bumper magnet current decays at a controlled exponential 
rate, moving the closed orbit away from the stripper foil 
and uniformly filling the horizontal aperture. 

The proton beam is accelerated by two ferrite-loaded 
coaxial cavities.  A third rf cavity and amplifier system is 
being installed and will be commissioned in FY06.  It will 
operate at the 2nd-harmonic of the ring frequency during 
the initial few milliseconds of the acceleration cycle (to 
improve capture efficiency) and then will be used to add 
fundamental voltage during the time when the ring-
magnet field is increasing most rapidly.   

Moving at 2.2x108 m/s (almost 75% of the speed of 
light), the 450 MeV protons circle the ring in just under 
200 ns (2x10-7) just prior to extraction..  The beam is 
bunched such that it fills just over a third of the 
circumference, giving a bunch about 70-80 ns long with 
about a 120 ns gap between head and tail. The accelerated 
beam is extracted in a single turn by two ferrite-loaded 
kicker magnets and two septum magnets, one pulsed and 
one dc. The extracted beam, 450 MeV, 70-80 ns pulse, 
peak current ~ 12 A, is then transported to the neutron-
generating target.  The high-energy neutron pulse is 
correspondingly short, but the moderation process spreads 
it out a bit, resulting in the few microsecond pulse that is 
seen at the instruments. 

 
The PTS Transport Line 

The PTS transport line (Fig. 4), a 37-m- (120-ft-) long 
beamline that includes three horizontal (bending), two 
vertical (steering), and 15 quadrupole (focusing) magnets, 
transports the beam from the RCS in Building 391 to the 
 neutron-generating target in Building 375.  

 

 
Figure 4.  PTS (Proton Transport System) Beamline 

between synchrotron and target 

Controls and Diagnostics 
All of the accelerator operations can be handled by one 

operator, thanks in part to the control and diagnostics 
system. Since the early 1990's, the original 
minicomputer/CAMAC-based data acquisition and 
control system has been replaced with a system built from 
the continually-evolving Experimental Physics and 
Industrial Control System (EPICS) This is a distributed, 
real-time, control and instrumentation system developed 
jointly by Argonne (Advanced Photon Source) and other 
national laboratories/research facilities. The system is 
customized for the individual needs of the IPNS system. 

An EPICS system consists of one or more Input/Output 
Controllers (IOCs) and one or more OPerator Interfaces 
(OPIs), all connected together via an ethernet. The data 
collection and control functions are handled by the IOCs 
and are built up of simple building blocks called records. 
A set of these records is put into a database to perform a 
required function.  Readout and operator input functions 
are handled by the OPIs. Any type of display (meter, bar, 
number, etc.) may be made for any record in any IOC and 
may be displayed on any OPI. 

Since any OPI can get information from any of the 
IOCs, this new system greatly improves the ease with 
which the operator can retrieve necessary information.  A 
single OPI can do the whole job of displaying information 
if necessary, and spare parts for them and the IOCs are 
readily available. This substantially improves system 
reliability and minimizes downtime in the event of a 
failure. 



A single CAMAC module remains interfaced to the 
new system (controlling and monitoring equipment in the 
750 kV source terminal); all others have now been 
replaced with the VME-based IOCs.   The IPNS system 
now includes 15 OCs monitoring approximately 500 
analog/digital inputs and with controls for source 
parameters, beamline and ring magnets etc.   

Acelerator Operations 
Three performance measures for the IPNS accelerator 

are operating hours/year, system availability, and current 
delivered to target.  Operating hours on IPNS have 
historically been funding-limited rather than machine-
limited. Figure 5 shows the operating record since the 
facility began operation in 1981.  Government funding for 
user facilities saw a step increase with the Scientific 
Facilities Initiative in FY96, allowing IPNS operation to 
increase over 50% from its low in 1982-84.  Funding 
permitting, IPNS could operate as much as 30 weeks 
(over 4500 hours of beam-on-target) per year. Although 
beam current is primarily a machine-limited parameter, it 
is the engineers’ and technicians’ repair of faults and 
improvments to the hardware, and the skill of the 
operators in “tuning”,  that has allowed what was initially 
a 10-12 uA machine to consistently achieve average 
currents of 14-15 uA.   

Figure 5. IPNS operation (weeks per year) 
 
System reliability (delivering beam when scheduled) is 

a very important performance measure from the user’s 
perspective.  At the conclusion of each “run” (2-4 week 
period, during which beam is scheduled to be available to 
the users 24 hours a day), reliability is calculated as the 
ratio of hours-available to hours-scheduled.  Accelerator 
reliability and average current since 1981 is plotted in 
Figure 6, one point for each scheduled run.  For the last 
ten years,  rarely has reliability for a single run dropped 
below 80%, and yearly averages are close to (or 
exceeding) 95%.  During this same period, IPNS target-
system reliability has hovered around 99.5% except for 
approximately once every five years when the target 
reaches end-of-life and must be replaced.   Figure 7 shows 
the accelerator and target-system reliability yearly-

averages since 1982, and the combined accelerator/target 
reliability, which is the important parameter for users to 
IPNS.    

Prior to 1983, current was limited by the ion source.  
Since then, it has been ultimately limited by “beam loss”, 
the fact that as more beam is injected, the fraction of the 
beam that gets “spilled” in the accelerator reaches some 
limit (determined usually by radiation levels or local 
heating of components) that it is not prudent to exceed.  
As can be seen in Figure 6, the maximum current has 
been relatively constant for a number of  years,  as 
expected because the basic machine parameters have been 
constant over that period. With the exception of one run 
in 1991 (where low current was required for target 
studies) and much of 1994 (where a damaged septum 
magnet limited operation to about 10 uA), yearly average 
current has exceeded 14 uA with some runs as high as 16 
uA.   

 
 

Figure 6. IPNS accelerator system performance 
(reliability and average current) from turn-on in 1981 to 
the present.  Reliability is calculated as the ratio of beam 

hours available to beam hours scheduled. 
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Figure 7.  Fiscal-year averages for accelerator and 
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FABRICATING A NEUTRON GENERATING TARGET USING RECYCLED 

URANIUM DISCS 
C.E. Prokuski, IPNS Division, Argonne National Laboratory 

IPNS has historically operated at an availability of 
over 95%.  Reliability is mainly governed by 
availability of the accelerator; however, overall facility 
reliability is limited by the weakest link in the chain.  
Any significant problem with the neutron generating 
target would directly affect facility reliability and 
therefore IPNS has a policy that requires that a spare 
target always be available for service.  This article 
describes the fabrication of a new target, to increase the 
spare inventory and help to maintain the high reliability 
of IPNS.   

The IPNS neutron-generating target is a passive 
component, having no mechanical moving parts, that 
essentially consists of a stainless steel enclosure 
containing eight depleted uranium discs.  See Figure 1. 
The disc material is called “adjusted uranium”.  The 
base material is 238U with 0.2 wt % 235U, and the   
following minor additions:  450 wt ppm C, 250 wt ppm 
Fe and 350 wt ppm Si [1].  The discs are clad in a 
zirconium alloy called Zircaloy II.  The two cup-shaped 
halves of the cladding that cover each disc are 
circumferentially welded and the cladding is bonded by 
hot isostatic pressure processing to the uranium core.  
The cladding is then machined to the final thicknesses 
of .5 mm on the disc faces and 1.25 mm on the 
circumferences.  The cladding has a twofold purpose.  
First, it maintains confinement of the radioactive 
fission and spallation products arising from the 
impingement of the 450 MeV, 15 µA, 30 Hz pulsed 
proton beam on the target.  Second, the cladding 
prevents direct contact between the uranium discs and 
the cooling water circulating through the target.  Such 
contact would cause rapid corrosion of the uranium. 

A disc reaches the end of its life when the cladding 
develops a small breach due to the anisotropic swelling 
of the uranium during service.  See Figure 2.  This 
swelling is characteristic of the orthorhombic crystal 
structure of the α-phase “adjusted”  uranium.  The 
degree of swelling correlates most closely with the 
number of fissions that have occurred in the material 
[2].  Three IPNS targets have reached end-of-life, 
exhibiting a mean lifetime of 260,000 µA-hrs, or about 
four years given the average proton beam current of 
15µA.  When any individual disc experiences clad 
breach, small amounts of fission and spallation 
products are released into the cooling water system.  A 
γ radiation monitor sensitive to the 250 keV γ-ray from 
135Xe detects the elevated levels and the neutron 
generating system is shut down, taking the target out of 
service.  Facility safety is not compromised by clad 
breach.  A clad breach is the expected end-of-life event 
for the target.  No more than one disc in any one target 
has ever been shown to have developed a breach.  To 
date, the only confirmed breaches have occurred in 
either the first or second discs, at the front of the target 
where the proton beam enters.  This fact is consistent 
with the expectation that the majority of the proton 
beam energy is deposited in the first few discs. 

NEED FOR DISCS ARISES 
The available inventory of uranium discs has dwindled 
as they have been used up in the previous five targets 
irradiated at IPNS since 1981.  The reason for the IPNS 
policy that we will always have a spare target

  
 
 
 

 
 
 

 
 
 
 

Figure 1:  Cross section of IPNS neutron generating target 



Figure 2:  Photo of disc cladding breach  

available during operation is that any target could reach 
end-of-life prematurely.  The reduced disc inventory 
and need for spare targets, together with increasing 
budgetary austerity, provided the impetus for the 
development of a creative idea during the year 2000.  
That idea was the removal of used discs from targets 
that had reached end-of-life and the construction of a 
new target containing some of those discs.  A 
calculation was performed to estimate remaining life in 
the used discs [3] using the following methodology.  
First, results of a previous calculation from the early 
years of IPNS were used as input to predict the 
percentage of target power produced within each disc.  
The results were normalized to the disc in position 2, 
which was the disc that was predicted to generate the 
most power and hence was expected to develop a 
breach first.  Conversion to a fraction, subtraction from 
1.0 and multiplication by 100 gave the predicted 
percent of life remaining for each used disc in the 
retired targets.  Table 1 summarizes the results of the 
calculation.  The percentages refer to expected lifetime 
compared to the 260,000 µA-hr mean target lifetime.  It 
is clear from this calculation that the discs near the 
front (proton beam end) of the target would be 
expended first and that the discs in the rear would have 
considerable life remaining.  It is important to note that 
the term “expended” as it is used here refers to the 
degree of swelling caused by proton beam irradiation, 
and not to a lessening in the production of neutrons.  
Even at the end of its life, an “expended” disc of 
depleted uranium still produces about 14 neutrons for 

each proton that collides with a uranium nucleus, as 
does a new disc. 

The estimated radioactivity levels associated with 
handling of the activated uranium discs, which would 
result in increased dosage to personnel, were an 
important factor in the decision of whether to proceed 
with the project.  After an informal cost/benefit 
analysis was completed, the decision was made to 
fabricate a target containing discs recovered from 
retired targets.  Funding was allocated and the project 
began early in the year 2001. 

RECOVERY OF USABLE DISCS 
The first step in the process was the removal of 

discs from one of the two remaining retired targets.  
The retired targets were held in sealed underground 
storage silos beneath the IPNS experimental hall.  The 
target assembly was prepared by separating the target 
enclosure from the connected cooling hoses and 
linkage, a task that was performed in the IPNS 
experimental hall.  Next, the target was transported to 
one of Argonne National Laboratory’s hot cell 
facilities.  The activated state of the retired target 
necessitated that the work be done in such a facility. 

The target was measured and photographed for 
reference prior to cutting operations.  A series of 
documentation photographs was also made of the 
cutting, disc removal, inspection and target assembly 
processes.  The rear end (the end away from proton 
beam entry) of the target was cut to remove the cooling 
hose linkage extension using a band-type cutoff saw.  
Next, a suitable cut location toward the rear end was 
selected based on minimizing material cross sectional 
area.  The target enclosure was secured with a hold 
down clamp and the ends were held in place to prevent 
spring-out as the cuts were made.  This was necessary 
because targets are designed to be under an internal 
spring compressive force of 670 N (150 lbs.) to prevent 
vibration of the discs in the cooling water flow of 190 
liter/min (50 gal/min) passing through the target.  Six 
cuts to predetermined depths were carefully made 
sequentially around the circumference of the enclosure, 
with the body of the enclosure being reclamped for 
each cut.  After full separation, the end restraints were 
slowly released against the internal spring tension.  
Internal mechanical components and five of the disc

 
Table 1:  Percentage of remaining disc life in target that has reached end-of-life 

 
                                                    Disc Position         
  1* 2 3 4 5 6 7 8 

% Life                  
Remaining → 1.9 0.0 10.2 21.8 34.0 61.2 90.3 94.7 

                  
* Disc closest to proton beam entry           

 
 



were then removed.  Figure 3 shows a photo of two 
removed discs.  The three front discs resisted removal 
and were left in place in the enclosure for disposal, an 
acceptable situation since there was no plan to use them 
in the recycled target in any case.  Measurements 
showed the average radiation dose rate from a typical 
removed disc to be 1.7 mSv/hr (170 mR/hr) at 1 m.  
The removed discs were visually inspected and 
identified.  The other internal components were also 
visually inspected for future design reference.  The 
discs that would be used in the recycled target were 
selected based on the remaining life calculation [3].  
The selected discs were segregated in a clean area and 
a careful cleaning step was performed.  The cleaning 
consisted of immersion in an ultrasonic water bath, 
rinsing with deionized water and air drying.  This step 
was a precaution against “tramp” contamination that 
might have been deposited on the discs after removal 
from the target.  Because the hot cell is used for a 
variety of projects involving cutting and grinding of 
very radioactive materials, contamination of the discs 
from non-target sources was possible.  Such 
contamination could result in the unintentional 
shutdown of the facility after the target was placed in 
service, as the sensitive radiation detection system 
could mistake the activity from the contamination for 
that arising due to a clad breach.  

A careful leach test of each selected disc was then 
performed.  This consisted of immersion of the disc in 
deionized water for a minimum of one hour, followed 
by analysis of the water for fission or spallation 
products.  This process was repeated a minimum of 
four times for each disc, with a deionized water rinse 
occurring between each cycle.  Decreasing 
concentration of a particular activation product with 
each iteration, or no detection of activation products, 
confirmed that there were no breaches in the cladding 
of the discs. 

NEW TARGET FABRICATION 
Next, new target components were procured and 

fabricated.  The recycled target fabrication process was 
similar to that used for the previous five IPNS targets, 
with the exception that the work occurred in the hot 
cell and consequently required somewhat more 
preparation and deliberation.  All the components in the 
recycled target were new with the exception of the used 
discs, since the cost of working with the activated 
components from the retired targets outweighed the 
cost of producing new components.  Figure 3 shows 
some of these components.  The new parts were 
assembled and delivered to the hot cell facility. 

Both recycled and new discs were stacked inside 
the target enclosure.  The target was filled with six used 
uranium discs, one new uranium disc, and one tantalum 
disc, which was located in the rear most position.  
(Only five used discs were removed from the retired 
target as part of this project; an earlier retired target, 
which was opened in 1993 in order to study radiation 
effects, provided several more usable discs for the 
recycled target.)  The life expectancy of a used disc 
will be less than that of a new disc, because fission and 
spallation have occurred in the used disc, and it has 
been expended (anisotropically swelled) to some 
extent.  The order of disc placement in the recycled 
target was based on the percentage of life remaining in 
the disc and the rate at which the disc would be 
expended in the new location in the recycled target.  In 
general, the placements were arranged to maximize 
target life by locating the least expended discs in the 
forward most locations.  A refined calculation [4] using 
MCNPX Monte Carlo simulation predicts that the 
recycled target will last 90% as long as a target 
containing all fresh discs. 

The target enclosure was welded, inspected and 
pressure tested.  The recycled target was transported to 
the IPNS experimental hall where the new cooling 
water hoses and linkages were installed and inspected.

   
 

   
 

Figure 3:   Left: Removed target discs   Right: New target components 
 



It was decided to place the recycled target in 
operation to confirm that it would perform as expected; 
the operating target that it replaced would then serve as 
the spare.  If the recycled target performed up to 
expectations, it would be left in place as the operating 
target. 

PERFORMANCE 
The recycled target was lowered into the operating 

position in the moderator/reflector assembly and 
entered service in January of 2004.  The target operated 
as expected, with no abnormal indications from the 
cooling water or radiation detection systems.  Initial 
reactions from the instrument staff and users were 
encouraging, with no apparent deficiency in flux being 
noticed.  A quantitative comparison was necessary to 
confirm target performance; therefore, neutron flux 
data from seven of the thirteen IPNS scattering 
instruments were collected and analyzed.  The data 
were retrieved from the period of August 2003 to 
December 2003 for the previous target having all 
original uranium discs, and from the period of February 
2004 to June 2004 for the recycled target containing the 
used discs.  Five data points, spaced about thirty days 
apart, were selected for each target to perform the 
comparison.  Two of three IPNS moderators contain 
solid methane, and undergo a complete inventory 
exchange once per week.  To minimize effects of 
moderator variation, all data were collected on days 
after methane exchanges, a time when methane 
condition could be expected to be most consistent 
across all instruments.  On each selected day, a multi 
hour run was chosen.  For each run, the total number of 
neutron counts recorded by the instrument beam 
monitor was divided by the total number of proton 
beam arrival pulses sent by the accelerator monitoring 
circuitry.  The results of the comparison are presented 
in Figure 4.  The data are compared as ratios of flux 
from the recycled target to flux from the previous 
target.  It can be seen that the values of the ratios are 
near unity.  The fact that the ratio is not exactly equal 
to one could be due to a small change in positional 
placement of the target in the moderator/reflector 
assembly, or to variations in neutron production caused 
by differences in disc location from the previous targets 
to the recycled target.  For all practical purposes, 
however, the neutronic performance of the recycled 
target, as measured by this method, is identical to that 
of the previous target. 

 Figure 4: Ratios of mean beam flux from recycled 
target to mean beam flux from previous target 
measured at seven IPNS scattering instruments 

RESULTS  
This project was successful from a performance 

standpoint and also successful economically, and 
resulted in enhanced facility reliability.  A neutron 
generating target utilizing partially expended uranium 
discs has been constructed and placed into service.  The 
neutronic performance of the target is effectively 
identical to that of a target containing all fresh uranium 
discs; however, there is roughly a 10% penalty in 
expected target lifetime.  A considerable amount of 
direct cost, over $100K, was saved through use of the 
recycled discs.  More important, however, was the 
deferment for four years of the spending of nearly $1M 
for a supply of new uranium discs.  This is especially 
relevant during times of tight budgets.  An indirect 
benefit of this project was the presentation of Argonne 
National Laboratory’s Spirit Award for recycling 
materials to two individuals who played lead roles on 
the project, William Ruzicka and Richard Vitt.  In 
addition, Samuel Bodman, the Secretary of Energy, 
cited this project as an Office of Science Notable 
Practice in a letter dated July 21, 2005. 
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SUMMARY AND STATUS OF IPNS MODERATORS 
P. V. Brod, IPNS Division, Argonne National Laboratory

The history of cold moderator development at IPNS 
is described in the progress reports of 1991, 1996 and 
2001. This report is an update of, from 2001 to present, 
those reports.  IPNS has strived to remain at the fore-
front of solid methane moderator development and 
operation.  We are currently operating two solid meth-
ane moderators and one liquid methane moderator.  
This configuration has been in use since 1994 when the 
H moderator was changed from liquid methane to solid 
methane.  The liquid methane moderator, “F,” supports 
six beam lines on two viewing surfaces, is poisoned on 
both faces and is operated at a temperature of 100 K.  
The solid methane moderators, “C” and “H,” each sup-
port three beam lines and are operated at 28K.  The H 
moderator is poisoned while the C moderator is unpoi-
soned, coupled and of re-entrant geometry.  The mod-
erators are arranged in the “wing” geometry relative to 
the target. Although other materials have been used in 
the past and new materials considered, methane has 
remained the moderator material of choice at IPNS.  

MODERATOR OPERATION 
As during the last reporting period, the reliability 

and efficiency of the moderators between 2001 and 
present have been exceptional, with no moderator fail-
ures and 100% availability during the scheduled run 
time.  The moderators were replaced in January 2003 to 
improve flux by coupling the C moderator.  The details 
are described in a later section.  Both solid methane 

moderators are operated at a temperature of 28K and 
annealed to 70K every 2-3 days.  The anneal process 
releases stored energy and hydrogen, which, if allowed 
to, can build to levels that can damage the moderator 
when the temperature is increased.  The methane is 
replaced every full week of scheduled run operation.  
The F moderator is a “continuous” system in that the 
methane is flowing into and out of the moderator in a 
closed loop. This moderator is operated at 100 K and is 
in the liquid state. Hydrogen and radiolytic polymeriza-
tion products accumulate in the system over time, thus 
the methane charge is replaced on a regular schedule. 

FLUX IMPROVEMENTS 
In review, the entire moderator/reflector system was 

replaced in July 2000 due to a failure of the H modera-
tor, which had developed a thermal short.  This pre-
vented cooling below 80 K.  As a part of the modera-
tor/reflector system replacement, the C solid methane 
moderator was changed from a horizontal groove de-
sign, with cooling on the back of the moderator only, to 
a vertical groove design with cooling on the front and 
back.  The vertical groove design improved the flux to 
the POSY instruments by a factor of approximately 1.5.  
However, the small angle instruments experienced a 
loss in flux of a magnitude greater than expected and 
predicted by calculations.  In January 2002,  the C 
moderator cooling flow was reconfigured.  This change 

Figure 1: Gain Factor Measured on SAND 

 



Figure 2: Resolution Effect Measured on SAND 

in cooling flow configuration provided ~10% more flux 
in the long  wavelength region to all the C moderator 
instruments as a result of a lower temperature on the 
viewed face of the moderator. 

In January 2003 we installed a new modera-
tor/reflector system with a coupled C moderator.  We 
were operating with decoupled moderators, which pro-
vide increased resolution at the cost of flux.  The C 
moderator instrument personnel reached a consensus 
that the increased flux of a coupled moderator out-
weighs the cost in resolution, thus the decision to cou-
ple the C moderator was made.  We used this opportu-
nity to revert to the horizontal groove design for the C 
moderator.  The moderator was installed without de-
coupling material.  The combination of the horizontal 
grooves and coupling the moderator resulted in an av-
erage gain factor of 1.6 across the spectrum (Figure 1). 
A marginal effect in δQ resolution (Figure 2) was noted 
on the SAND diffractometer. 

Some effort has been devoted to the prospect of re-
placing the graphite inner reflector with a beryllium 
inner reflector.  An increase in flux on the order of 10 – 
15% is predicted by Monte Carlo simulations.  Pre-
liminary cost estimates and a conceptual design have 
been completed.  As the concept stands, the cost of 
machining beryllium necessitates re-use of the reflector 
for each moderator installation.  This then precludes 
using the current moderator designs, insulating vacuum 
connection system and cooling system lines.   The final 
decision has not been made to move forward on this 
project at the time of this writing. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Inner Reflector Assembly 

MODERATOR CONSTRUCTION 

Construction and installation of one complete mod-
erator/reflector system with a coupled C moderator was 
completed.  The installation took place in January 
2003.  A spare reflector (graphite, Figure 3) and mod-
erator system is currently in production.  The reflector 
parts have been fabricated and test-fit together.  Parts  



  

Figure 4. “H” moderator under construction 

for the H moderator (Figure 4) have been fabricated 
and are in the process of being assembled.  Parts for the 
F moderator have been fabricated.  The C moderator is 
being redesigned to incorporate horizontal groves and 
cooling on the front face at the bottom of the groove. 

STORED ENERGY STUDIES 
Studies were performed on the effect of moderator 

operating temperature and irradiation level on stored 
energy and hydrogen production in the C and H solid 
methane moderators.  As it was planned to change the 
moderator/reflector system in January 2003, we took 
the opportunity to conduct the studies during the last 
two run cycles of 2002.  Although some interesting 
data were obtained, unfortunately, much of the data 
were unusable due to periodic stored energy releases 
initiated by perterbations in the cooling flow.  The per-
terbations in cooling were caused by a problem with a 
valve on the helium refrigerator.  Figure 5 shows a 

typical temperature response curve of the C moderator 
during an anneal, with the pronounced temperature 
excursion at ~300 seconds into the anneal, due to the 
release of stored energy.  Figure 6 shows the strong 
effect that operating temperature has on the accumula-
tion rate of stored energy 
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Figure 5. C Moderator temperature response during 
anneal 
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Figure 6. C Moderator anneal excursion temperature 
vs irradiation time at several temperatures 
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A VERY-COLD NEUTRON SOURCE 

B. J. Micklich and J. M. Carpenter, Argonne National Laboratory, Argonne, IL 60439, U.S.A.

Abstract 
A group of scientists at the Intense Pulsed Neutron 

Source has begun studying concepts for a Very-Cold 
Neutron Source (VCNS). The VCNS would characterize 
materials over large length and slow time scales, and 
complement the Long-Wavelength Target Station, a 
second target station proposed for the Spallation Neutron 
Source (SNS). The VCNS would be driven by a long-
pulse linear accelerator and, using moderators cooled with 
liquid He-II, produce a neutron spectrum with a peak 
around 20 Å and a usable neutron flux out to 100 Å. We 
envision a multi-year research program investigating the 
scientific applications, instruments, and neutron source 
technology for VCNS. 

INTRODUCTION 
The Intense Pulsed Neutron Source has begun studying 

concepts for a Very-Cold Neutron Source that would 
support materials characterization on large length scales 
and slow time scales. The basis of VCNS is a 
target/moderator system generating a high neutron flux of 
the coldest practically imaginable spectrum, in an 
installation providing a large number of beams – a 
multiple-use very cold neutron scattering facility. This 
source would be well suited to serve applications in 
nanoscience, soft materials, fundamental physics, and 
energy, environmental, and medical sciences as a 
complement to the Long-Wavelength Target Station, a 
second target station proposed for the Spallation Neutron 
Source (SNS). The goal of VCNS is to deliver an intense 
source of neutrons with peak intensity around 20 Å and 
usable flux out to 100 Å. 

The prospects for developing a VCNS depend on three 
issues: (i) enumerating scientific applications that would 
require long-wavelength neutrons, (ii) developing 
instrumentation that takes advantage of the unique 
characteristics of the proposed source, and (iii) 

constructing a source of sufficient intensity to enable 
forefront science. Here we discuss the results of a 
workshop we held to investigate these  issues. 

VCNS WORKSHOP AT ARGONNE 
IPNS held a workshop on Applications of a Very Cold 

Neutron Source on August 21-24, 2005. The purpose of 
the workshop was to address topics in neutron sources, 
instrumentation, and science at a VCNS. Thirty-nine 
participants from 12 institutions attended the workshop, 
which began with a description of the VCNS concept and 
a series of plenary sessions on neutron sources, neutron 
beam optics, instrumentation, and scientific applications. 
The participants then formed three working groups in the 
areas of sources, instruments and beamline components, 
and scientific applications. The workshop presentations 
and the reports of the working groups have appeared as a 
proceedings in an Argonne report. [1] Figure 1 pictures 
the participants in the workshop. 

SCIENTIFIC APPLICATIONS 
The workshop participants identified a number of 

exciting possibilities for research with neutrons having 
wavelengths longer than 20 Å, including 

 
• addressing problems in fundamental nuclear physics 
• answering questions about the fundamental nature of 

matter 
• developing direct-imaging neutron techniques (such as 

microscopy, tomography, holography, and radiography)  
• imaging the motion of proteins and molecular motors 

within living cells 
• characterizing hydrogen transport in storage and 

photoproduction materials, and 
• studying spin dynamics in magnetic nanostructured 

materials. 

 

 
Figure 1. Participants in the Workshop on Applications of a Very Cold Neutron Source. 

 



Given the unprecedented high flux of long-wavelength 
neutrons anticipated from the VCNS, and the superb 
performance of advanced optical devices, polarizers, and 
detectors favoring very cold neutrons, the group was 
enthusiastic about the scientific opportunities and possible 
breakthroughs in many important areas that are 
unattainable by present neutron sources including the 
SNS, but realizable by the VCNS. In each of the areas 
addressed, the group felt that not only could VCNS 
dramatically improve current science, but that a VCNS 
could make possible entire new fields of research. 

INSTRUMENTS 
The instrument working group felt that VCNS would 

offer excellent opportunities for developing best-in-class 
instruments for a variety of instrument types. In some 
cases this is because properties of long-wavelength 
neutrons can be exploited in instrument design. In other 
cases, existing instruments would function better at 
VCNS simply because of the colder neutron spectrum. 

Many neutron optical techniques work better at longer 
wavelengths, and the extreme absorption of VCNs for 
certain nuclides combined with low absorption for others 
allows the design of highly precise optical components 
similar to light optics. Divergent VCN beams can be 
focused with high precision at focal lengths in the meter 
range. The phase shift of neutrons passing through matter 
is proportional to wavelength, making VCNs an ideal 
probe for viewing small contrasts. Likewise, the 
interaction of neutrons with gravitational and magnetic 
fields scales with (wavelength)2, enabling better design of 
instruments exploiting these effects. Optics can correct for 
unwanted effects of gravity in long flight path beamlines. 
Large-area high resolution detectors commonly used now 
in x-ray instruments at synchrotron sources could be 
adapted to neutron science without the need for extensive 
developments 

NEUTRON SOURCE 
Because present and near-term proposed sources have 

the peak of their neutron distribution in the range of 2-4 
Å, we need a completely new type of neutron source to 
deliver neutrons with peak intensity around 20 Å and 
usable flux out to 100 Å wavelength. Developing a 
neutron source with the coldest practical spectral 
temperature means using moderators cooled by liquid 
helium. We envision these moderators to be in the form of 
pellets cooled by He II circulating though the spaces 
between pellets, or as small pellets carried in slurry form. 

The slowing-down time of neutrons in candidate 
moderator materials is on the order of milliseconds. This 
indicates a long-pulse source such as a linear accelerator 
to drive the neutron-producing target. Table 1 lists 
parameters for the accelerator driver, which could be built 
with current technology. 

The target material should be of high Z for neutron 
production efficiency, able to withstand high proton beam 
power, and have low neutron absorption. Liquid lead is 

the present leading candidate. The community will soon 
acquire experience with the operation of high-power 
targets at the Spallation Neutron Source (USA), Japanese 
Spallation Neutron Source (Japan), and the MEGAPIE 
target (Switzerland). We expect no serious cavitation 
problems in the long-pulse source. 

 
Table 1. Accelerator Parameters 

Type Linear accelerator, multiple cavity 
types 

Energy 1 GeV 

Pulse Rep. Rate 5 Hz 

Pulse width 4 ms 

RF frequency 325 MHz / 1300 MHz 

Peak current 75 mA 

Average current 1.5 mA 

beam average power 1500 kW 

duty cycle 0.02 (2%) 

 
The principal constraint on the system is the amount of 

heat that can be removed from the few-K moderator. The 
main obstacles to solving this problem are the lack of 
scattering kernel data for the materials, temperatures, and 
neutron energies of interest, and the lack of 
thermophysical property data for materials at these 
extreme low temperatures.  

SUMMARY 
A large number of developments related to VCN 

sources are taking place worldwide on the generation and 
use of ultra-cold neutrons. We feel that many of the key 
technical issues regarding a VCNS can already be 
adequately addressed, particularly the design of the 
accelerator system. The most important need is to develop 
the neutron scattering kernels necessary to perform more 
realistic computer simulations and the optimization of 
instruments to take advantage of the unique characteristics 
of a VCNS. The science case needs further detailed 
definition and refinement as a basis for instrument 
concepts. It is nevertheless clear that the VCNS would 
enable entire new fields of research and lead to significant 
advances in nanomaterials, soft matter dynamics, 
fundamental physics, and applied fields such as energy, 
environmental, and medical research. 

REFERENCES 
[1] B. J. Micklich and J. M. Carpenter, eds., 

“Proceedings of the Workshop on Applications of a 
Very Cold Neutron Source,” ANL-05/42, Argonne, 
IL, USA, August 21-24, 2005. 
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Organization and User Program 

Maria Heinig, IPNS Division, Argonne National Laboratory 

PERSONNEL 
IPNS is operated by the IPNS Division.  The IPNS 

management team—which includes the Division 
Director, Deputy Director, Technical Director, ESH/QA 
Coordinator & Financial Administrator, Operations 
Manager, Accelerator Facilities Manager and Deputy 
Manager, Group Leader for Neutron Scattering, and 
Controls & Computing Manager—provides strategic 
direction for the organization’s mission, vision, values, 
and goals, and defines the personnel roles and 
responsibilities to attain these objectives.  The 
management team takes a positive, proactive approach 
in developing new or revised IPNS strategies and in 
integrating such strategies into the operational program.  
These strategies incorporate modes of operation, staffing 
plans, new instruments, new advanced sources, and 
external interactions. 

IPNS itself has a permanent scientific and technical 
staff to maintain and run the accelerator, target and 
moderator systems and instruments (and to pursue 
development where necessary), as well as to serve the 
user program.  Service personnel, administratively part 
of other Laboratory organizations, are dedicated to work 
closely with the IPNS organization to provide support.  
In addition, at any given time a number of visiting 
faculty members, post-doctoral appointees, and students 
spending extended periods at Argonne add a welcome 
diversity to the in-house neutron scattering community. 

NEUTRON SCATTERING INSTRUMENTS 
IPNS currently has twelve operating neutron 

scattering instruments, as well as one not currently in the 
user program : 
General Purpose Powder Diffractometer (GPPD) 
Glass, Liquid, and Amorphous Materials Diffractometer  

(GLAD) 
High Intensity Powder Diffractometer (HIPD) 
High-Resolution Medium-Energy Chopper Spectrometer 

(HRMECS) 
Low-Resolution Medium-Energy Chopper Spectrometer 

(LRMECS) 
Neutron Reflectometer (POSY II) 
Polarized Neutron Reflectometer (POSY I) 
Quasielastic Neutron Spectrometer (QENS) 
Single Crystal Diffractometer (SCD) 
Small Angle Scattering Instrument (SASI) 
Small Angle Neutron Diffractometer (SAND) 
Special Environment Powder Diffractometer (SEPD) 
Chemical Excitation Spectrometer (CHEX – not 

currently in user program) 

 
These instruments are the result of a continuous series 

of developments that began with the early prototypes.  
Ancillary equipment, available for all of these 
instruments, includes various capabilities for 
measurements at high temperature, low temperature, high 
pressure, and high magnetic field, as well as under 
various gaseous conditions.  A majority of users comes 
from outside Argonne, representing universities, 
industrial corporations, and government-sponsored 
research laboratories throughout the nation and overseas 
(Fig. 1).  

USER PROGRAM 
IPNS is by far the most user-oriented of the U.S. 

Department of Energy’s (DOE’s) neutron source 
facilities.  IPNS utilizes a team approach to assist neutron 
users as they plan and perform experiments.  For fully 
supported instruments the team consists of a PhD 
instrument scientist, a scientific associate, and post 
doctoral as well as pool-based technical support.  This 
team provides experimental and scientific assistance, as 
needed through the entire experiment process, from 
sample preparation and environment and experiment 
setup, through the collection and evaluation of data.  
Other services provided for users include helping with 
travel and lodging arrangements, assisting with site 
entrance, and providing site-specific IPNS orientation 
and training.  In addition, training and safety-related 
information are provided to users to facilitate 
independent future experiments, permitting instrument 
scientists to work with other new users and thereby 
expanding the user base of IPNS.  
IPNS has attained an enviably high record of reliability 

– one of the primary requirements for a user facility.  
Operating reliability is defined as the percentage of 
scheduled operating time during which the accelerator, 
target, and moderators are all functioning to deliver useful 
beams to the instruments.  From the beginning, the 
operating reliability of IPNS has been consistently above 
90%, and for the last ten years has been better than 95%.  
Reliability is especially important for a neutron scattering 
facility, because the typical experiment lasts only a few 
days.  IPNS’s high reliability has made it possible for 
users to schedule their visits and be assured of collecting 
data during their scheduled time.  In the few cases where 
extensive accelerator or target downtime, or problems in 
operation of specific instruments or failure of the user’s 
own equipment has put an experiment in jeopardy, it has 
often been possible adjust the schedule (for example, by  

 
 



extending an operating cycle) and provide the 
running-time needed to complete the experiment.  
The dedication and skill of the accelerator 
operators, engineers and technicians and their 
willingness to respond 24/7 when problems occur 
have been crucial in maintaining the remarkable 
level of success. 

A majority of users come from outside Argonne, 
representing universities, industrial corporations, and 
government-sponsored research laboratories 
throughout the nation and overseas. 

 
 

Instrument  Range  Resolution  

(Instrument Scientist -phone/Scientific Support)  
Scattering -

vector*  
Q(Å-1) 

Energy  
(eV)  !Q(Å

-1
) 

Energy  
(eV)  

Special Environment Powder 

Diffractometer  
(R. von Dreele -630 -252 -8178/J. Fieramosca)  

0.5 -50 ** 0.35%  ** 

General Purpose  Powder Diffractometer  
(J. Richardson -630 -252 -3554/E. Maxey)  

0.5 -100  ** 0.25%  ** 

Single Crystal Diffractometer  
(A. J. Schultz -630 -252 -3465/M. Miller)  

2-20 ** 2% ** 

Low-Res. Medium -Energy Chopper 

Spectrometer  
(K. Littrell -630 -252 -3423)  

0.1 -30 0-0.6  0.02 k o 0.05 E o 

High -Res. Medium -Energy Chopper 

Spectrometer  
(A. Kolesnikov -630 -252 -3555/L. Jirik)  

0.1 -30 0-0.8  0.01 k o 0.02 E o 

Small Angle Scattering Instrument  
(J. Lal -630 -252 -6042/E. Lang -630 -252 -6102)  

0.006 -0.35  ** 0.004  ** 

Small Angle Neutron Diffractom eter  
(P. Thiyagarajan -630 -252 -3593/D. Wozniak -
630 -252 -3592)  

0.0035 -0.8  ** 
0.001 -
0.004  

** 

Neutron Reflectometer (POSY II)  
(S. Park -630 -252 -8874)  

0.0 -0.25  ** 0.001  ** 

Quasielastic Neutron Spectrometer  
(C. -K. Loong -630 -252 -5596/R. Ziegler)  

0.42 -2.59  0-0.1  ~0.2  
70 !eV§  
0.01 DE  

Glass, Liquid and Amorphous Materials 

Diffractometer ¶ 
(C. Benmore -630 -252 -7665/J. Siewenie)  

0.2 -40 ** ~1.0% cot " ** 

High Intensity Powder Diffractometer  
(J. Richardson -630 -252 -3554)/E. Maxey  

0.5 -25 
1.8 -50 

** 
1.8 -3.5%  

0.9%  
** 

* Scattering -vector, Q = 4 #sin"/$, 2" = scattering angle, $ = wavelength  
** No energy analysis  
¶ Two sample positions  
§ Elastic and inelast ic resolution  

NOT CURRENTLY IN THE USER PROGRAM  

Chemical Excitations Spectrometer  (CHEX)  
Polarized Neutron Reflectometer  (POSY I)  

November 10, 2005  

 

 

 



 
Fiscal  Yea r 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99  00  01  02  03 04 05 TOTAL 

                                                    

No.  o f Experiment s                       
  
Performed: 94 110 210 180 212 223 257 323 330 273 210 248 281 279 320 353 384 328 397 400 385 369 472 453 7091 

                          

VISI TORS TO I PNS FOR  AT LEAST ONE EXPERIMENT:                   

   ANL 37 41 49 44 52 55 57 60 61 60 53 48 49 55 58 60 66 65 68 65 54 42 52 66 1317 
   Other 
Govt.  
    Labs. 8 9 8 7 11 15 18 16 19 15 14 18 13 16 18 29 33 21 21 31 37 41 42 45 505 
   
Universit ies 27 33 45 51 79 78 89 94 120 92 62 64 63 83 85 91 97 93 103 98 111 111 137 230 2136 

   I ndust ry 5 5 9 7 13 24 20 24 36 18 20 16 15 12 7 6 6 6 10 15 12 7 8 8 309 

   Fore ign 12 18 39 35 27 24 17 26 18 27 14 25 32 33 33 42 23 23 28 31 29 28 40 48 672 

  TOTAL 89 106 150 144 182 196 201 220 254 212 163 171 172 199 201 228 225 208 230 240 243 229 279 397 4939 

                          

 
IPNS PROGRAM ADVISORY COMMITTEE 
The Program Advisory Committee (PAC) meets twice 
a year to review proposals for beam time at IPNS.  The 
PAC has a majority of non-Argonne members, with its 
membership chosen to span the diverse types of 

scientific experiments typically proposed.  Program 
Advisory Committee Members during the past five 
years are shown in the following table.  Current 
members of the PAC are identified with an asterisk. 

 
PROGRAM ADVISORY COMMITTEE MEMBERS (2001-2005) 

MEMBER’S NAME AFFILIATION 

ELASTIC SUBCOMMITTEE 
 
Bogdan Dabrowski* Northern Illinois University 
Christina Hoffmann* ORNL/Spallation Neutron Source 
James Jorgensen Argonne National Laboratory 
James Martin* North Carolina State University 
Aaron Krawitz University of Missouri 
James Richardson* Argonne National Laboratory 
Chris Tulk* ORNL/Spallation Neutron Source 
Joseph Zwanziger Indiana University 

INELASTIC SUBCOMMITTEE 
 

Meigan Aronson University of Michigan 
Doug Abernathy* ORNL/Spallation Neutron Source 
Julia Chan* Louisiana State University 
Brent Fultz* California Institute of Technology 
Stephen Nagler Oak Ridge National Laboratory 
David Price* CNRS-CRMHT 
Frans Trouw*  Los Alamos National Laboratory 

SMALL ANGLE DIFFRACTOMETER AND REFLECTOMETER SUBCOMMITTEE 
 
John Ankner* ORNL/Spallation Neutron Source 
Greg Beaucage* University of Cincinnati 
Michael Fitzsimmons Los Alamos National Laboratory 
Jyotsana Lal* Argonne National Laboratory 
Thomas Russell* University of Massachusetts 
David Tiede* Argonne National Laboratory  

   *Current PAC members. 
 



   The PAC allocates 75% of the beam time on most 
instruments to the users, on the basis of proposals 
submitted by those users.  IPNS reserves the remaining 
25% for the instrument scientists, who operate, 
maintain, and improve the instruments and carry out 
their own scientific programs.  Most instruments have 
been oversubscribed by factors of 2-3 since their 
commissioning, and no instruments are 
undersubscribed.  For experiments on publishable 
research accepted by the PAC or done in collaboration 
with an Argonne instrument scientist, the neutron beam 
time, complete scientific and technical assistance, and 
the use of the relevant IPNS instrument, analysis codes, 
and computing facilities are provided free of charge.  
Some support is also available to cover travel and 
lodging for university users who are otherwise unable 
to arrange this support.  Scientists can easily access 
IPNS computers remotely and complete data analysis 
from their home institutions.  Beam time for 
proprietary work or for publishable work that is not 
accepted by the PAC can be purchased under a rate 
structure that has been established by the DOE. 

USER LIAISON 
   Thomas F. Koetzle of IPNS (tkoetzle@anl.gov) is the 
IPNS User Liaison, and will pass along user issues or 
concerns to IPNS management. 

APPLICATION FOR BEAM TIME 
Proposals for research at IPNS are solicited 

semiannually for experiments that will be run during 
the next six month cycle.  Programmatic proposals 
which, if successful, can be granted beamtime for up to 
two years are also accepted (see below).  The PAC 
meets twice a year to consider these proposals. 

WEB-BASED SUBMISSION OF PROPOSALS 
   A call for proposal is sent to a large subset of the 
IPNS mailing list twice a year, one month in advance 
of each deadline.  In previous rounds in order to apply 
for neutron beam time at IPNS, researchers completed 
a proposal form which was downloaded via the IPNS 
website.  However, for the current round, Round 46, 
IPNS developed a new online proposal form.  To apply 
for neutron beam time at IPNS, researchers must 
complete an online IPNS proposal form Create 
Proposal Online.  The first step to becoming a user is to 
register as an IPNS user and receive a badge number 
before submitting a proposal.   For access to Argonne’s 
facilities use this link: 
https://beam.aps.anl.gov/pls/apsweb/ufr_main_pkg.usr
_start_page  by registering, you begin the 
administrative steps required to gain approval for you 
to enter the Argonne site and to submit a proposal for 
IPNS. 

Researchers who have already run experiments at 
IPNS must submit an experiment report on the standard 

IPNS Experimental Report form (available via the 
IPNS web site at http://www.pns.anl.gov).  Further 
beam time will not be granted unless reports on all 
previous experiments have been submitted.  
Referencing and discussing all previous work at IPNS 
is extremely useful to the PAC, and can enhance a 
proposal’s prospects for acceptance.  Experimental 
reports will also be accepted by electronic mail to 
mheinig@anl.gov. 

FAST ACCESS PROCEDURE 
A procedure has been implemented for providing the 

opportunity to researchers to perform fast turn-around 
experiments on the following instruments: 

General Purpose Powder Diffractometer (GPPD) 
High Intensity Powder Diffractometer (HIPD) 
Neutron Reflectometer (POSY II) 
Small Angle Scattering Instrument (SASI) 
Small Angle Neutron Diffractometer (SAND) 
Special Environment Powder Diffractometer (SEPD) 

A small fraction of the operating time on each of 
these instruments will be available on a first-come, 
first-served basis.  This service will be limited to short 
(less than one day) experiments involving only room-
temperature data collection for samples that present no 
special handling problems.  The time allocated to a 
single user will be limited to allow access for as many 
different users as possible.  For these experiments, 
researchers may bypass the online proposal submission 
form, and may instead complete a short, 1-page form, 
which indicates any potential hazards.  Interested users 
should contact the specific instrument scientist to learn 
the backlog for each instrument.  Data collection on 
samples shipped to IPNS will be performed when time 
becomes available; the users need not come in person 
to IPNS.  Raw data can then be accessed on the 
instrument computer.  As with other experiments 
performed at IPNS, users will be responsible for data 
analysis.  

PROGRAMMATIC PROPOSALS 
IPNS will accept Programmatic proposals for many 

instruments.  Programmatic proposals are similar to 
regular proposals, except that they require a more 
extensive “scientific background” that justifies access 
to IPNS instruments for two years.  The number of 
days requested should be for the next cycle only. 

Programmatic proposals are identified by the first 
two words in the abstract (“Programmatic Proposal”).  
The same form is used for regular and programmatic 
proposals and the submittal procedure is the same. 

The Program Advisory Committee (PAC) evaluates 
the proposal initially and assigns a Numeric Rating 
(NR) as for other proposals, and time will be granted 
based on this rating.  For the following three cycles the 



Instrument Scientist (IS) or designate will 
communicate with the PI to assign days based on 
needs. 

Instrument Scientists will review the scientific 
productivity of programmatic proposals and continued 
access to instruments will be granted only to productive 
proposals.  Renewals will be considered after 2 years 
and will require PAC review.  

For further information or questions, contact the 
respective Instrument Scientist (contact information at 
IPNS website) http://www.pns.anl.gov/proposalcall/  

ASSISTANCE FOR UNIVERSITY USERS OF 
IPNS 
   IPNS does provide limited financial assistance to 
IPNS users from North American universities.  

PURCHASE OF PROPRIETARY BEAM TIME 
Beam time for experiments can be purchased under a 

rate structure approved by the Department of Energy.  
For proprietary or publishable work that is not of direct 
interest to the DOE, the full-cost-recovery rate 
(effective 2005) is ~$5000 per instrument per day.  
Researchers may contact IPNS Division Director, 
Raymond Teller, at 630-252-4999 or rteller@anl.gov 
for further information. 

OTHER IPNS ACTIVITIES 
IPNS activities are related to a wide variety of DOE 

programs, such as fossil energy, energy efficiency, 
nuclear waste management, and research in the areas of 
transportation, defense, and biology.  Many industrial 
users have performed experiments at IPNS; some of 
them have paid for beam time for proprietary research.  
A significant number of these experiments – 
collaborations with Argonne and IPNS scientists – 
result in joint publications. 

IPNS and the Neutron Scattering Group in the 
Argonne Materials Science Division have continued to 
develop on-site Ph.D. thesis participation programs in 
collaboration with Argonne’s Division of Educational 
Programs.  Faculty advisors have frequently 
supplemented their trips to Argonne during the 
academic year with spending summers at Argonne as 
part of a faculty research program.  Some IPNS 
personnel have served as adjunct faculty for 
universities throughout the region.  



IPNS PERSONNEL – DECEMBER 2005 
Specific job responsibilities of IPNS personnel are 

listed.  IPNS instrument responsibility is given in 
parentheses. 

IPNS DIVISION ADMINISTRATION 
Ray Teller, Division Director 
Jim Richardson, Deputy Division Director 
Maria Heinig, User Administrator 
Jack Carpenter, Technical Director 
Beverly Marzec, Financial Administrator & ESH 

Coordinator 

NEUTRON SCATTERING 
Jim Richardson, Group Leader for Neutron Scattering, 

Instrument Scientist for General Purpose 
Powder Diffractometer (GPPD) 

 Chris Benmore, Instrument Scientist for Glass, Liquid 
and Amorphous Materials (GLAD) 

Nicole Green, Administrative Secretary 
Alexander Kolesnikov, Instrument Scientist for High-

Resolution Medium-Energy Chopper 
Spectrometer (HRMECS) 

Jyotsana Lal, Instrument Scientist for Small Angle 
Scattering Instrument (SASI) 

Chun Loong, Instrument Scientist for Quasielastic 
Neutron Spectrometer (QENS) 

Brad Micklich, Radiation Physicist 
Art Schultz, Instrument Scientist for Single Crystal and 

Powder Diffraction (SCD, HIPD) 
Pappannan Thiyagarajan, Instrument Scientist for 

Small Angle Diffraction (SAND) 
Robert Von Dreele, Instrument Scientist for Special 

Environment Powder Diffractometer (SEPD) 

POSTDOCTORAL FELLOWS 
Markus Bleuel, Small Angle Scattering Instrument 

(SASI) 
Nicolas de Souza, Quasielastic Neutron Spectrometer 

(QENS) 
Ashfia Huq, Powder Diffraction (GPPD) 
Ryoji Kiyanagi, Special Environment Powder 

Diffractometer (SEPD) 
Natalie Malikova , Quasielastic Neutron Spectrometer 

(QENS) 
Sarka Malkova, Small Angle Scattering Instrument 

(SASI) 
Qiang Mei, Glass, Liquid and Amorphous Materials 

Materials (GLAD) 

Paula Piccoli, Single Crystal and Powder Diffraction 
(SCD) 

Sai Vengatesh Pingali ,Small Angle Diffraction 
(SAND) 

CONTROLS AND COMPUTING GROUP 
Tom Worlton, Controls & Computing Group Manager 
Merle Faber, Computer Support 
John Hammonds, Controls and Detectors 
Chris Piatak, Controls and Detectors 
Rodney Porter, Controls and Detectors 
Tom Walsh, Controls and Detectors 

NEUTRON OPERATIONS 

Chuck Prokuski, Operations Manager 
Cathy Riblon, Administrative Secretary 
Jonathan Baldwin, Operations 
Don Bohringer, Special Term Appointee – Special 

Projects 
Paul Brod, Moderators and Cryogenics 
Phil Calahan, Engineering Support – Design/Drafting 
Rich Como, Sample Environments 
Joe Fieramosca, Special Environment Powder 

Diffractometer (SEPD) 
Lynette Jirik, High-Resolution Medium-Energy 
Chopper Spectrometer (HRMECS)  
Bob Kleb, Special Term Appointee – Engineering and 

Design 
Ed Lang, Small Angle Scattering Instrument (SASI) 
Dave Leach, Operations – Engineering Support 
Mark Malek, Operations 
Evan Maxey, Powder Diffraction Instrumentation 

(GPPD, HIPD) 
Martha Miller, Single Crystal Diffractometer (SCD) 
Mark Schlueter, Operations 
Joan Siewenie, Glass, Liquids and Amorphous 

Materials Diffractometer (GLAD) 
Jeff Toeller, Neutron Facilities Supervisor 
Tony Tafoya, Operations 
Rich Vitt, Operations – Engineering Support 
Ken Volin, Sample Environments 
Michael Wolbing, Moderators and Cryogenics 
Denis Wozniak, Small Angle Neutron Diffractometer 

(SAND) 
Ray Ziegler, Quasielastic Neutron Spectrometer 

(QENS) 
 



ACCELERATOR OPERATIONS 
Gerry McMichael, Accelerator Facilities Manager 
Frank Brumwell, Deputy Accelerator Facilities Mgr. 
Maria Gerches, Administrative Secretary 
Jerome Ballentine, Electro-mechanical, Vacuum 
Tom Beilfus, Electronics, Power Supplies 
Bob Bertrand, Operations, Electronics 
Bill Brzowski, Engineer, Power Supplies and Magnets 
Mike Bucciarelli, Operations, Electronics 
Walter Czyz, Special Term Appointee 
Jim Davis, Assistant Chief of Operations 
Joe Dittrich, Operations, Electronics 
Lawrence Donley, Engineer, Linac and Kicker Magnets 
Jeff Dooling, Accelerator Physicist, Diagnostics 
Arnold Germain, Electro-mechanical, Vacuum 
Quentin Hasse, Group Leader - Synchrotron 
Larry Johns, Special Term Appointee  
Ray Kucera, Electronics, Preaccelerator and Source 
Marvin Lien, Engineer, Controls and RF 
Mark Middendorf, Engineer, Synchrotron RF 
Mark Moser, Operations, Electronics 
Dean Peters, Engineer, Vacuum  
Don Piatak, Special Term Appointee 
John Sendera, Special Term Appointee  
Jim Spindler, Assistant Chief of Operations 
Vern Stipp, Group Leader - Linac 
Bill Sullivan, Assistant Chief of Operations 
0George Vasilopulos, Assistant Chief of Operations 
Shaoheng Wang, Postdoctoral Fellow, Accelerator 

Physics 
Charles Whiteford, Operations, Electrical/Mechanical 
Jim Zmuda, Electro-mechanical, Vacuum 

USER SUPPORT AND TECHNICAL 
ASSISTANCE FROM OUTSIDE IPNS 

MATERIALS SCIENCE DIVISION 
Suzanne teVelthuis, Neutron Reflection (POSYI) 
Stephan Rosenkranz, Prototype Diffuse Scattering 

Diffractometer (Christina) 

HEALTH PHYSICS SUPPORT 
Mark Delrose, Health Physics Chief Technician 
Randy Wilson, Health Physics Technician 
 

 
 



IPNS-Sponsored Workshops 
Maria Heinig, IPNS Division, Argonne National Laboratory 

IPNS activities are related to a wide variety of DOE 
programs, such as fossil energy, energy efficiency, nu-
clear waste management, and research in the areas of 
transportation, defense, and biology.  Many industrial 
users have performed experiments at IPNS; some of 
them have paid for beam time for proprietary research.  
A significant number of these experiments – collabora-
tions with Argonne and IPNS scientists – result in joint 
publications. 

IPNS and the Neutron Scattering Group in the Ar-
gonne Materials Science Division have continued to 
develop on-site Ph.D. thesis participation programs in 
collaboration with Argonne’s Division of Educational 
Programs.  Faculty advisors have frequently supple-
mented their trips to Argonne during the academic year 
with spending summers at Argonne as part of a faculty 
research program.  Some IPNS personnel have served 
as adjunct faculty for universities throughout the re-
gion. 

CONFERENCES AND WORKSHOPS 
IPNS has sponsored a variety of conferences and 

workshops.  These events inform and educate the out-
side community about the usefulness of neutrons across 
a spectrum of scientific disciplines; additionally, they 
serve to train newcomers in the neutron scattering ap-
plications.  The following IPNS sponsored conferences 
and workshops have been held since 2002. 

The International Workshop on “Nanocomposites: 
Materials, Neutrons and Data Interpretation”, was 
held on March 28-30, 2002, at the Intense Pulsed Neu-
tron Source Division, Argonne National Laboratory. 

The purpose of the workshop was to bring together 
experts in the fields of nanomaterials synthesis and 
characterization using a variety of techniques.  Its ob-
jective was to identify the key nanocomposite systems 
and their properties and data interpretation schemes for 
neutron scattering studies.  

The Workshop on Neutron Spin Echo Techniques 
at Pulsed Sources was held on July 15-16, 2002 at the 
Intense Pulsed Neutron Source Division, Argonne Na-
tional Laboratory. 

At Argonne National Laboratory (ANL) experts 
from all over the world gathered in July 2002 to discuss 
the prospects of classical spin echo and new variants of 
spin echo based on resonance spin echo (NRSE) coils 
at the future Spallation Neutron Sources like the SNS. 
At present no Spin Echo based instrument exists at any 
of the pulsed neutron sources. At the end of the work-
shop it was agreed that options like MIEZE (modula-
tion of intensity with zero field spin echo) a variant of 
NRSE, which allow for high resolution energy analysis 

could be explored and implemented on a conventional 
small angle spectrometer at a pulsed source like IPNS 
at ANL.   

The Workshop on the Future of Power Diffraction 
at the IPNS and SNS was held on November 16-17, 
2003.  The goals of the workshop  were (1) familiarize 
the science community with the excepted performance 
of the upgraded GPPD at the IPNS, which is expected 
to be operational in 2003; (2) to consider options for 
the upgrade of the SEPD at the IPNS; (3) to review 
progress on the construction of POWGEN3 for the 
SNS and discuss the science opportunities enabled by 
its expected performance; (4) to explore the science 
case for an ultra-high resolution powder diffractometer 
at the SNS; and (5) to discuss the new data analysis 
methods that will allow full exploitation of the capa-
bilities of the upgraded GPPD at the IPNS and POW-
GEN3 at the SNS and develop a strategy for develop-
ing the new analysis codes. 

The Workshop on Single Crystal Diffuse Scattering 
at Pulsed Neutron Sources was held on June 16-17, 
2003 with thirty participants from Europe and North 
America.   

The goals of this workshop were to assess the range 
of science to which single-crystal diffuse scattering can 
make an important contribution, to review current in-
strumentation, and to discuss the technical challenges 
that have to be addressed by an optimized diffuse scat-
tering diffractometer.  The workshop helped to provide 
the scientific case for a dedicated SNS instrument.  A 
prototype is currently under construction at IPNS with 
funding from the DOE.   For more details on the work-
shop click on  

The Workshop on Neutron Macromolecular Crys-
tallography at the Spallation Neutron Source was 
held on October 2-3, 2003. 

The primary goal of the workshop had been to ex-
ploit the high neutron flux that will become available 
by 2006 at the Spallation Neutron Source (SNS), and to 
leverage the strong support and interest of the macro-
molecular crystallography community.  

The Workshop on Applications of a Very Cold Neu-
tron Source was held on August 21-24, 2005. 

On August 21-24, 2005 IPNS convened a workshop 
on the scientific prospects of a Very Cold Neutron 
Source (VCNS) at Argonne National Laboratory.  39 
participants from 12 institutions attended the three-day 
meeting.   

IPNS has begun studying concepts for a Very-Cold 
Neutron Source (VCNS) that would support materials 
characterization on large length scales and slow time 



scales. The neutron source would be driven by a long-
pulse linear accelerator and produce a neutron spectrum 
with a peak around 20 Å and a usable neutron flux out 
to 100 Å. A special-purpose installation such as VCNS 
would better provide for nanoscience and other applica-
tions of very cold neutrons than could any existing or 
proposed facility. A workshop was held on August 21-
24 2005 to examine the scientific applications of a 
VCNS. The workshop concluded that not only could 
current science in a wide range of fields (such as 
nanomaterials, soft matter dynamics, material contrast, 
spintronics, fundamental physics, energy & environ-
mental science, and biological and medical sciences ) 
be improved dramatically by a VCNS, but that a VCNS 
could make possible entirely new fields of research. 
While considerable work needs to be done in defining 
instruments that are suitable for the expected scientific 
applications and for the use of very cold neutrons in a 
long-pulse mode, the workshop participants were none-
theless excited about the scientific prospects. 

National School on Neutron and X-ray Scattering 
    In August 1999, IPNS and the Materials Science 

Division joined with Argonne’s Advanced Photon 
Source (APS) in organizing the nation’s first National 
School on Neutron and X-ray Scattering.  The Office of 
Basic Energy Science of the Department of Energy 
funded the school, which will continue to be offered 

annually each summer.  The success of the 1999 ses-
sion was so overwhelming that DOE provided addi-
tional funding to increase its size from 48 to 60 stu-
dents.  

Now in its seventh year the National School on Neu-
tron and X-ray Scattering continues to attract students 
from nationwide universities.  The classes are normally 
scheduled in the month of August for two weeks. 

The main purpose of the National School on Neutron 
and X-ray Scattering is to educate graduate students 
attending U.S. universities on the use of major neutron 
and x-ray facilities.  Attendance at the school gives 
participants an opportunity to learn fundamentals of the 
interaction of X-rays and neutrons with matter, tech-
niques of synchrotron radiation, and properties and 
applications of neutron beams.  Each year the school 
dwells on specific scientific or technological areas.  For 
example, the curriculum for 2005 emphasizes materials 
science, solid state physics and soft matter.  The first 
week of this accelerated program will offer tutorial 
lectures on the principles of scattering theory and the 
characteristics of the neutron and X-ray sources.  The 
second week will be devoted to applying scattering 
methods to condensed matter, both during seminars and 
in hands-on experiments with instruments at the APS 
and the IPNS. 
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IPNS named 'Nuclear Historic Landmark'  
by Evelyn Brown 

The Intense Pulsed Neutron Source at Argonne was named a Nuclear Historic Landmark by 
the American Nuclear Society (ANS) at a ceremony May 13, 2002. ANS President Gail H. 
Marcus presented the plaque to IPNS Division Director Ray Teller and retired Argonne Director 
Hermann Grunder before a roomful of IPNS employees and retirees.  

The award identifies sites or facilities where outstanding physical accomplishments 
instrumental in the development and implementation of, and the peaceful uses of, nuclear 
technology took place.  

IPNS is the seventh Argonne facility to be named a 
Nuclear Historic Landmark. Others are Chicago Pile-
1 and -5, Experimental Breeder Reactor-I and -II, 
Experimental Boiling Water Reactor and the 
Materials Testing Reactor.  

Using pulses of neutrons – uncharged particles in 
the nucleus of atoms – IPNS probes the structures and 
motions of material ranging from semiconductors to 
proteins. The research helps scientists understand 
material behavior.  

The neutron source serves chemists, biologists, 
physicists, engineers and materials scientists. More 
than 250 scientists use the facility each year, 
completing approximately 400 experiments and 
producing 150 publications.  

Since its opening in 1981, IPNS has continually 
guided the neutron-user community. Even after 20 
years, it continues to improve its performance – the IPNS provides neutrons to scientists more 
than 95 percent of time consistently – and is preparing for a new role in the neutron research 
world.  

Building on the success of IPNS, DOE is constructing a $1.4 billion state-of-the-art neutron 
research facility called the Spallation Neutron Source (SNS) at Oak Ridge National Laboratory. 
Scheduled to open in 2006, the SNS will be the world's most intense spallation source for 
neutron scattering research with beams 40 to 100 times more intense than those at IPNS. 
Researchers will be able to perform experiments faster and gather data in greater detail.  

Argonne is designing and building the first set of experimental instruments for the SNS.  
"IPNS has a magnificent role to educate the large number of people moving into neutron 

research," said Grunder.  
SNS will be able to perform 10 times as many experiments as the IPNS and host 2,000 users. 

In the next five years IPNS will train the growing neutron-user community to use the SNS.  
 

 
HISTORICAL OCCASION – 

American Nuclear Society President 
Gail H. Marcus recently presented a 
plaque designating the Intense Pulsed 
Neutron Source a Nuclear Historic 
Landmark to IPNS Division Director 
Ray Teller (center) and retired 
Laboratory Director Hermann Grunder. 



Carpenter to receive neutron 
scattering award 

ARGONNE, Ill. (April 21, 2006) — Jack Carpenter of the U.S. 
Department of Energy's Argonne National Laboratory will receive 
the 2006 Clifford G. Shull Prize from the Neutron Scattering Society 
of America for his groundbreaking work developing neutron sources 
and instrumentation.  

Carpenter, technical director at Argonne's Intense Pulsed Neutron 
Source, is receiving the award "for seminal contributions to the 
development of neutron sources and instrumentation that have had 
world-wide impact on neutron scattering across a broad range of 
scientific disciplines, culminating in the optimized design of the 
Spallation Neutron Source at Oak Ridge."  

The Clifford G. Shull Prize in Neutron Science is named in honor 
of Clifford G. Schull, who shared the Nobel Prize in physics in 1994 
with Bertram Brockhouse for pioneering developments in neutron 
science.  

"It is wonderful to have my name associated with Shull," Carpenter said, "and to have my work 
acknowledged by my community of colleagues."  

Carpenter played a pivotal role in developing pulsed neutron sources across the globe, including the 
founding of IPNS. He pioneered exploitation of the inherent efficiency of the spallation process for 
producing neutrons, together with the advantages of pulsed operation and time-of-flight measurements to 
study structure and dynamics of materials. His patented design for the moderator-reflector combination is 
at the heart of modern pulsed neutron sources.  

Carpenter said his data and patented source moderator "that boosted the intensity to interesting levels" 
helped pave the way to building IPNS. He played a major role in designing and overseeing construction 
of the IPNS, even using parts from the decommissioned Zero Gradient Synchrotron at Argonne.  

Since the IPNS was completed in 1981, Carpenter's technical and strategic skills have been in demand 
to advise on all subsequent pulsed neutron sources built—the KEK in Japan, ISIS in the United Kingdom 
and the Lujan Center at Los Alamos National Laboratory, as well as the new generation of pulsed source 
facilities—AUSTRON in Austria, J-PARC in Japan, ESS in Europe and the soon-to-be-opened Spallation 
Neutron Source at Oak Ridge National Laboratory.  

Carpenter's contributions to developing pulsed-source instrumentation and coupling neutron source 
performance and instrument design have expanded the use of pulsed neutron sources to a broad range of 
scientific endeavors.  

"When IPNS opened, we established a simple proposal and peer-review system for making the facility 
available to a widespread community of users, which was later used as a model across the country with 
other large research facilities," Carpenter said. Previously such facilities were available only to a small, 
dedicated group of researchers on staff.  

The award will be presented during the American Conference on Neutron Scattering, June 18-22, in St. 
Charles.  

The nation's first national laboratory, Argonne National Laboratory conducts basic and applied 
scientific research across a wide spectrum of disciplines, ranging from high-energy physics to climatology 
and biotechnology. Since 1990, Argonne has worked with more than 600 companies and numerous 
federal agencies and other organizations to help advance America's scientific leadership and prepare the 
nation for the future. Argonne is managed by the University of Chicago for the U.S. Department of 
Energy's Office of Science. 

 



Awards and Recognition 
Acknowledging employee contributions is essential to operating a program that will continue to be 

successful.  Performance awards may be given to individual employees in recognition of perform-
ance achievements, as set forth in the specific award program criteria.  IPNS personnel have been 
nominated for and received numerous awards.  Since 2001, the following IPNS personnel have re-
ceived awards: 

 

2001 U.S. Department of Energy Distinguished Associate Award 
 Bruce Brown 

 University of Michigan Distinguished Alumnus Award 
 Jack Carpenter 

2002 University of Chicago Distinguished Performance Award 
 Chun Loong 

 Argonne Pacesetter Award 
 Paul Brod 
 Roger Blackman, Joe Dittrich, Quentin Hasse, and Charles Whiteford 

2003 University of Chicago Outstanding Service Award 
 Denis Wozniak 

 Argonne Pacesetter Award 
 Larry Kurek, Fran Clark, Charles Prokuski and George Vukovich 

2004 U.S. Department of Energy Spirit Award 
 Bill Ruzicka and Rich Vitt 

 American Nuclear Society Outstanding Achievement Award 
 Jack Carpenter 

 Argonne Pacesetter Award 
 Patrick DeLurgio and Martha Miller 
 Ed Lang 
 GeorgeVasilopulos, Jim Davis, Jim Spindler and Bill Sullivan 
 Joan Siewenie 

2005 University of Chicago Outstanding Service Award 
 Vern Stipp 

2006 University of Chicago Distinguished Performance Award 
 Pappannan Thiyagarajan 

 University of Chicago Outstanding Service Award 
 Beverly Marzec 
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